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The zero temperature 

of the zero order potential
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What you see in books

< ΦSM > = (0
v)

What you don’t see in books

Now use the kinetic scalar term 

to find the mass matrix of the gauge boson.

QSM < ΦSM > = I3 +
Y
2

< ΦSM > = (1 0
0 0) (0

v) = 0

< ΦSM > = (v1 + iv2
v3 + iv4)

m2
1 = m 2

2 =
g2v2

4

m2
3 = =

v2

4
(g2 + g′￼2Y 2)

m2
4 = 0

and you find the mass spectrum (for the gauge bosons)

It’s the photon!

v2 = v2
1 + v2

2 + v2
3 + v2

4

So U(1) survives and charge is always conserved. 

Is this obvious?
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It is obvious because you can use the SU(2) freedom to perform the rotation

< ΦSM > = (v1 + iv2
v3 + iv4) → < ΦSM > = (0

v)

Using a more general vacuum would just mean to redefine the charge operator.

The SM has no CB and no CP violation in the potential.

For the same reason any phase in the vacuum can be rotated away. This means that no 
spontaneous CP can occur. And the potential is also explicitly CP conserving.

The result also holds for any extension with singlets with Y=0 because they do not 
contribute to the mass matrix of the gauge bosons (CP case later).
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Explicit breaking - if the Lagrangian is not invariant under a given symmetry


Spontaneous breaking - if the Lagrangian is invariant under a given symmetry but the vacuum is not



V = m2
11 |Φ1 |2 + m 2

22 |Φ2 |2 − m2
12 (Φ†

1Φ2 + h . c.)

+
λ1

2
(Φ†

1Φ1)2 +
λ2

2
(Φ†

2Φ2)2 + λ3(Φ†
1Φ1)(Φ†

2Φ2) + λ4(Φ†
1Φ2)(Φ†

2Φ1) +
λ5

2 [(Φ†
1Φ2) + h . c . ]

Let us now extend the SM by adding a new complex doublet. The most general potential for the 2HDM 
invariant under  and softly broken by the m212 term isΦ1 → Φ1; Φ2 → − Φ2

explicitly CP-conserving because m212 and λ5 are real.

⟨Φ1⟩ = 1

2 ( 0
v1) ; ⟨Φ2⟩ = 1

2 ( vcb

v2 + ivcp)
The most general vacuum structure is

• CP conserving (N)

• Charge breaking (CB)

• CP breaking (CP)

⟨Φ1⟩ = 1

2 ( 0
v1) ; ⟨Φ2⟩ = 1

2 ( 0
v2)

⟨Φ1⟩ = 1

2 ( 0
v′￼1) ; ⟨Φ2⟩ = 1

2 (α
v′￼2)

⟨Φ1⟩ = 1

2 ( 0
v′￼1 + iδ) ; ⟨Φ2⟩ = 1

2 ( 0
v′￼2)
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• Gauge bosons

D
µ
Φ = ∂

µ
Φ−

i
2

gW
µ
3 +g 'B

µ
2gW

µ
+

2gW
µ
− −gW

µ
3 + g 'B

µ

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
Φ

Z
µ
= cWW

µ
3 − sWB

µ

A
µ
= sWW

µ
3 + cWB

µ

            cW =
g

g2 +g '2

⎧

⎨
⎪

⎩⎪
=

MW

MZ
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Mass eigenstates - gauge bosons
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Dμ ≡ ∂μ − i
g′￼
2

YBμ − i
g
2

σjW
j
μ − i

g3

2
λjG

j
μ

W±
μ =

1

2
(W1

μ ∓ iW 2
μ)

< Φ1 > = (va
vb) < Φ2 > = ( 0

vceiθ)

Find the mass matrix in this model



Let us understand why. Now we have 2 doublets and 8 possible VEVs

< Φk > = (vk
1 + ivk

2

vk
3 + ivk

4)
We can use the SU(2) ✕ U(1) freedom to write the most general form for the vacuum

< Φ1 > = (va
vb) < Φ2 > = ( 0

vceiθ)

m2
1 = m 2

2 =
g2v2

4

m2
3 = =

1
8 [v2(g2 + g′￼2 Y 2) + v4(g2 + g′￼2 Y 2)2 − 16g2g′￼2v2

a v2
c Y 2]

m2
4 =

1
8 [v2(g2 + g′￼2 Y 2) − v4(g2 + g′￼2 Y 2)2 − 16g2g′￼2v2

a v2
c Y 2]

and you find the mass spectrum (for the gauge bosons)

Is it the photon?

v2 = v2
a + v2

b + v2
c
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Let us have a closer look at the photon mass

There are two ways to recover a zero mass for the photon

vc = 0 ⇒ < Φ1 > = (va
vb) < Φ2 > = (0

0)

m2
4 =

1
8 [v2(g2 + g′￼2 Y 2) − v4(g2 + g′￼2 Y 2)2 − 16g2g′￼2v2

a v2
c Y 2]

SM

Vacua are alignedva = 0 ⇒ < Φ1 > = ( 0
vb) < Φ2 > = ( 0

vceiθ)

Or else charge is broken - possible in the 2HDM

Suppose we live in a 2HDM, are we in 
danger?
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▪ 1. Start by writing the potential, which for the 2HDM is just a function 

▪ 2. Find the stationary points (SP) of V

▪ 3. Classify the SP (minima, saddle points, maxima) – meaning: look at the values of the 

squared masses

▪ 4. You will find three types of SP – the CP-conserving (aka normal), the charge breaking and 

the CP breaking SP


▪ 5. You just have to write the potential at each of the SP and call it VN, VCB and VCP, 
respectively  


▪ 6. Compare the depths of the different V at each SP

V(Φ1, Φ2)

V1 – V2 < 0

1

2
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Valid for the most general 2HDM

VCB − V𝒩 =
m2

H±

2v2 [(v2v′￼1 − v1v′￼2)2 + v2
1α2] Difference of the values of the potential at the 

CB SP and at the N SP

If N is a minimum (note that the charged Higgs mass is calculated at the N SP)

We get
V𝒩 < VCB

It can also be shown that not only the N minimum is below the CB SP, but the CB SP is a saddle 
point.

A similar result holds for the simultaneous existence of a N and a CP breaking minima.

4. The right of a theorist to party 

VCB − V𝒩 =
m2

H±

2v2 [(v2v′￼1 − v1v′￼2)2 + v2
1α2] > 0

VCB − V𝒩 =
m2

A

2v2 [(v2v′￼1 − v1v′￼2)2 + v2
1 δ2]
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But there is still the possibility of 
having two CP-conserving minima!

1. 2HDM have at most two minima


2. Minima of different nature never coexist


3.  Unlike Normal, CB and CP minima are uniquely determined


4. If a 2HDM has only one normal minimum, it is the absolute minimum - all other SP if they exist 
are saddle points


5.  If a 2HDM has a CP-breaking minimum, it is the absolute minimum - all other SP if they exist 
are saddle points
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Two normal minima - potential with the soft breaking term 

Global minimum 
(N) –  

v = 329 GeV  

Local minimum (N) 
–  

v = 246 GeV 

€ 

VG −VL  =  − 4.2 ×108  GeV

€ 

mW = 80.4 GeV

€ 

mW =107.5 GeV

Barroso, Ferreira, Ivanov, RS (2013)

THE PANIC VACUUM! 

and this is one that can 
actually occur... 

Ivanov, Silva (2015)

However, two  CP-conserving minima can coexist – we can force the potential to be 
in the global one by using a simple condition. 

€ 

D = m12
2  m11

2 − k 2m22
2( ) tanβ − k( )

€ 

k =
λ1
λ2

# 

$ 
% 

& 

' 
( 

1/ 4

Our vacuum is the global 
minimum of the potential 
if and only if D > 0.  

V𝒩2
− V𝒩1

=
1
2 (

m2
H±

v2 )
𝒩2

− (
m2

H±

v2 )
𝒩1

[(v2v′￼1 − v1v′￼2)2]
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From 2 to infinityV = μ2
ij (Φ†

i Φj) + λijkl (Φ†
i Φj)(Φ†

kΦl)

The most general potential for an NHDM is

where the indices range from 1 to N and the parameters can be complex.

• In a NHDM CB minima can coexist with CP-conserving ones - the 2HDM is a very peculiar 
model

We have shown that a basis can be chosen such that the comparison between SP reduces to the case of 3 
doublets for charge breaking and to the 2HDM case for CP breaking. So the main results are:

• In a NHDM CP minima cannot coexist with CP-conserving ones - the 2HDM result holds for 
an arbitrary number of doublets 
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V = m2
11 |Φ1 |2 + m 2

22 |Φ2 |2 − m2
12 (Φ†

1Φ2 + h . c.) +
m2

S

2
Φ2

S

+
λ1

2
(Φ†

1Φ1)2 +
λ2

2
(Φ†

2Φ2)2 + λ3(Φ†
1Φ1)(Φ†

2Φ2) + λ4(Φ†
1Φ2)(Φ†

2Φ1)

+
λ5

2 [(Φ†
1Φ2) + h . c . ] +

λ6

4
Φ4

S +
λ7

2
(Φ†

1Φ1)Φ2
S +

λ8

2
(Φ†

2Φ2)Φ2
S

What if we start adding singlets? The most general potential for the N2HDM invariant under

Φ1 → Φ1; Φ2 → − Φ2; ΦS → ΦS

softly broken by the m212 term is

Φ1 → Φ1; Φ2 → Φ2; ΦS → − ΦS

• The non-dark matter phase Ns, CPs, CBs

• The dark matter phase N, CP, CB ⟨ΦS⟩ = 0

⟨ΦS⟩ = vS

Three CP-even scalars instead of 2 as in the 2HDM

2HDM spectrum plus a dark matter candidate
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⟨Φ1⟩ = 1

2 ( 0
v1) ⟨Φ2⟩ = 1

2 ( vcb

v2 + ivcp) ⟨ΦS⟩ = vS

Since the most general vacuum for the N2HDM is

with the usual definition of the charge operator.

16R. Santos, METFOG, 2023

The N2HDM potential and its minima

P: How many different dark phases can this model have? 



⟨Φ1⟩ = 1

2 ( 0
v1) ⟨Φ2⟩ = 1

2 ( vcb

v2 + ivcp) ⟨ΦS⟩ = vS

The most general vacuum for the N2HDM is

with the usual definition of the charge operator. Also, the potentials are all explicitly CP-conserving. Now, 
the possible CP-conserving and non-charge breaking minima, are

⟨Φ1⟩𝒩 = 1

2 ( 0
v1) ⟨Φ2⟩𝒩 = 1

2 ( 0
v2) ⟨ΦS⟩𝒩 = 0

⟨Φ1⟩𝒩s
= 1

2 ( 0
v1) ⟨Φ2⟩𝒩s

= 1

2 ( 0
v2) ⟨ΦS⟩𝒩s

= vs

⟨Φ1⟩𝒮 = 1

2 (0
0) ⟨Φ2⟩𝒮 = 1

2 (0
0) ⟨ΦS⟩𝒮 = vs

and the extra possibilities where either v1=0 or v2=0 which lead to (Inert-like models)

v1 = 0; v2 ≠ 0 or v1 ≠ 0; v2 = 0 ⇒ m2
12 = 0
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VCB − V𝒩 =
m2

H±

4v2 [(v2c1 − v1c3)2 + v2
1c2

2 ] Difference of the values of the N2HDM 
potential at the CB SP and at the N SP

Again, if N is a minimum (note that the charged Higgs mass is calculated at the N SP)

VCB − V𝒩 =
m2

H±

4v2 [(v2c1 − v1c3)2 + v2
1c2

2 ] > 0

We get

V𝒩 < VCB

It can also be shown that that not only the N minimum is below the CB SP, but the CB SP is a 
saddle point.

So, for this particular scenario where we compare the two “dark-matter-like” phases, one CP-conserving 
and the other CB, we get the exact same result as for the 2HDM

4. The right of a theorist to party 

However, for the N2HDM we now have two CP-conserving SP (N and Ns) and two 
charge breaking SP (CB and CBs). Will this hold for all?
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VCBs − V𝒩 =
1
4 { m2

H±

v2 [(v2c′￼1 − v1c′￼3)2 + v2
1c′￼2

2] + m2
Dc′￼4

2}

VCB − V𝒩 =
m2

H±

4v2 [(v2c1 − v1c3)2 + v2
1c2

2 ]

VCBs − V𝒩s
= ( m2

H±

4v2 )
𝒩s

[(v′￼2c′￼1 − v′￼1c′￼3)2 + v′￼1
2c′￼2

2]

VCB − V𝒩s
= ( m2

H±

4v2 )
𝒩s

[(v′￼2c1 − v′￼1c3)2 + v′￼1
2c22] −

1
4

s2m2
s1 ❌

✅

✅

✅

If N is a minimum both the CB and CBs SP are above it (same as for the 2HDM).

However for the Ns minimum, a charge breaking minimum can be below the CP-conserving one!

calculated at the CB SP (positive if CB is a minimum)m2
s1 = m2

s + λ7c2
1 /2 + λ8(c2

2 + c2
3 )/2

m2
D = m2

S +
1
2

(λ7v2
1 + λ8v2

2 ) calculated in the N stationary point (DM mass) 
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VCPs − V𝒩 =
1
4 { m2

A

v2 [(v2c′￼1 − v1c′￼3)2 + v2
1c′￼2

2] + m2
Dc′￼4

2}

VCP − V𝒩 =
m2

A

4v2 [(v2c1 − v1c3)2 + v2
1c2

2 ]

VCPs − V𝒩s
= ( m2

A

4v2 )
𝒩s

[(v′￼2c′￼1 − v′￼1c′￼3)2 + v′￼1
2c′￼2

2]

VCP − V𝒩s
= ( m2

A

4v2 )
𝒩s

[(v′￼2c1 − v′￼1c3)2 + v′￼1
2c22] −

1
4

s2m2
s1 ❌

✅

✅

✅

calculated at the CP SP (positive if CP is a minimum)m2
s1 = m2

s + λ7c2
1 /2 + λ8(c2

2 + c2
3 )/2

m2
D = m2

S +
1
2

(λ7v2
1 + λ8v2

2 ) calculated in the N stationary point (DM mass) 

If N is a minimum both the CP and CPs SP are above it (same as for the 2HDM).

However for the Ns minimum, a CP-breaking minimum can be below the CP-conserving one!
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Finally the CP-conserving minima (should we keep on panicking?). Here we can have coexisting N 
minima, coexisting Ns minima and also N with Ns, such that

V𝒩s
− V𝒩 =

1
4 ( m2

H±

4v2 )
𝒩

− ( m2
H±

4v2 )
𝒩s

(v1v′￼2 − v2v′￼1)2 +
1
4

m2
Ds2

V𝒩′￼− V𝒩 =
1
4 ( m2

H±

4v2 )
𝒩

− ( m2
H±

4v2 )
𝒩′￼

(v1v′￼2 − v2v′￼1)2

⟨ΦS⟩2 = −
2m2

S

λ6
⇒ VS = −

m2
S

2λ6

Besides the trivial minimum at the origin there is still a CP conserving possibility - the case where only the 
singlet acquires a VEV. This would lead to massless electroweak gauge bosons and massless fermions and 
would require

V𝒩′￼s − V𝒩s
=

1
4 ( m2

H±

4v2 )
𝒩s

− ( m2
H±

4v2 )
𝒩s

′￼
(v1v′￼2 − v2v′￼1)2

Not a single SP of this type was found in the scan.
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• If m2

S
< 0 and VN > VS then the tunneling time between both vacua must be computed.

Likewise for an N s vacuum, the analogous conditions for stability of N s would hold.

Finally, there is still another possibility for instability of vacua of types N (or N s): that the minimization conditions

of the N2HDM may yield more than one solution for a given type of vacuum. This means that a solution of the type

N ⌘ h{�1,�2,�S}i = {v1, v2, 0}/
p
2 exists, with v

2

1
+ v

2

2
= 2462 GeV2, as well as another, N 0 ⌘ {w1, w2, 0}/

p
2

exists, with w
2

1
+ w

2

2
6= 2462 GeV2. This possibility already arises in the 2HDM [8–12] — therein dubbed “panic

vacua” — and it remains in the N2HDM as an avenue for instability of the N vacuum (and also of the N s one, since

the minimization equations of the potential may well yield more than one solution of type N s). We do not study this

possibility analytically, but it is included in the numerical analysis presented in section 3.

We end this section with a very interesting scenario for the limit m2

12
= 0, when all symmetries are exact. The N

and N s stationary points are related by eq. (2.55). This equation can re-written as

VNs � VN =
m

2

12

16


1

v1v2
� 1

v
0
1
v
0
2

�
+

1

4
m

2

D
s
2
. (2.56)

It we set m2

12
= 0, and N is a minimum it is a global minimum because not only VNs � VN > 0, but also because we

proved before that it is stable with respect to other charge breaking or CP breaking minima. However, this conclusion

is only valid provided both doublet VEVs are non-zero, that is, the only dark matter candidate has origin in the

singlet.

2.4. Vacuum stability

The results of the previous sections show that, unlike what happened for the 2HDM, when normal minima occur

in the N2HDM they are not necessarily the global minima of the model. We summarize the results we obtained in

table I, where we illustrate the relation between the various types of possible minima. If a minimum of type N exists

— i.e. a minimum where the singlet has no VEV and its discrete symmetry is preserved even after spontaneous

symmetry breaking — then N is certainly deeper than any charge or CP breaking stationary points that the potential

might have — the stability of N against CP or charge breaking is perfectly guaranteed in the model. In fact, it is even

possible to demonstrate (see appendix A) that in this situation any charge breaking stationary points are necessarily

saddle points: an N minimum implies that at least one, but not all, of the squared masses of a CB(s) stationary point

is negative. Presumably the same applies to CP(s) stationary points as well, assuming the 2HDM analysis generalizes.

Of course, for considerations of stability, the nature (minimum, maximum, saddle point) of extrema that lie above N
is of no consequence.

Extrema N N s CB CBs CP CPs S

N ⇥ ⇥ Stability Stability Stability Stability ⇥

N s ⇥ ⇥ ⇥ Stability ⇥ Stability ⇥

TABLE I: Stability of extrema of types N and N s in the potential. For a given pair of extrema, “Stability” means that if one

of them is a minimum, the other is necessarily above it. A pair of “Undefined” extrema (marked in the table with “⇥”) means

that both of them can be simultaneously minima, and neither is guaranteed to be the deepest one, depending on the choice of

parameters.

The stability found forN minima does not hold, however, for minima of typeN s: for these — the discrete symmetry

of the singlet is spontaneously broken in addition to EW symmetry — coexistence with minima of certain types is

indeed possible. An N s minimum will certainly be deeper than any stationary points of types CBs or CPs — which

break, respectively, charge conservation and CP symmetry, and also break the discrete symmetry of the singlet. But

it is possible to have coexisting N s and CB or CP minima — which break, respectively, charge conservation and CP

symmetry, but do not break the discrete symmetry of the singlet.

Stability here means absolute stability at tree-level. Are there meta-stable minima?

Scan of the N2HDM parameter space using ScannerS. We generated parameter points where the EW 
vacuum is of type Ns - most interesting case for vacuum stability. All parameter points fulfil the applied 
theoretical constraints and are compatible with the applied current experimental constraints at the 2σ 
level.
Theoretical constraints: tree-level unitarity, boundedness from below.

Experimental constraints: bounds from flavour physics, electroweak precision, collider physics with 
HiggsBounds and HiggsSignals. Branching ratios and total widths with N2HDECAY and production with 
SusHi. One of the CP-even, neutral Higgs masses is fixed to 125.09 GeV.

We do not impose absolute stability of the EW vacuum as a theoretical constraint since we want to study the vacuum 
structure in detail and take into account that metastable regions of the parameter space are allowed.
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N s 0 N CB CP
exists 0.05% 23.3% 4.49% 2.80%

deep 0.0015% 20.9% 4.11% 2.55%

dangerous 0% 6.89% 1.12% 0.678%

TABLE III: Percentage of phenomenologically viable points that have a second minimum in addition to an EW vacuum of type

N s. In the first line we present the percentage of coexisting minima, in the second line the ones that are deeper and in the

third line the dangerous, short-lived, ones. The minima of type N s 0 have VEVs like those of N s but such that v 6= 246 GeV,

and di↵er from the EW vacuum in depth.

FIG. 1: The distribution of secondary charge and CP breaking minima. The left plot shows the plane of the CP-odd Higgs

mass mA and charged Higgs mass mH± . The right plot shows the plane of the scalar potential parameters �4 and �5. In

grey we show all parameter points fulfilling the theoretical and experimental constraints. On top we show the points where a

secondary minimum of type CB (dark green) or CP (light green) exists.

The only case missing in table III that is allowed by the analytical analysis are secondary minima of type S.

However, we have not found a single parameter point in our sample where a stationary point of type S is a minimum.

This could mean that minima of type S cannot coexist with an N s vacuum, that all points where this is possible are

ruled out by current constraints, or that these minima are exceedingly rare. Either way, since secondary minima of

type S do not occur in our sample they are of limited phenomenological interest, and we will not discuss them further

here.

Figure 1, left, shows the distribution of charge and CP breaking secondary minima in the plane of the pseudoscalar

Higgs mass mA and charged Higgs mass mH± . The overall distribution of the phenomenologically viable parameter

points is primarily driven by the EW precision measurements which force the neutral Higgs bosons to be relatively

close in mass to the charged Higgs boson. Note that parameter points without any secondary minima as well as

parameter points with secondary N minima exist throughout the allowed region. In contrast, secondary CB minima

only exist as long as mA > mH± while CP minima only exist when mH± > mA.

The origin of this strict separation — making mH± = mA the boundary between regions where only one of these

types of minima exists — can be understood analytically. The pseudoscalar and charged masses in an N minimum

are such that (see eq. (2.46))

m
2

A
� m

2

H± =
1

2
(�4 � �5) v

2
. (3.10)

The value of the scalar potential at each of these stationary points is compared to the depth of the EW vacuum. 


If there is no stationary point deeper than the EW vacuum we consider the EW vacuum at this parameter point 
as absolutely stable. 


If stationary points deeper than the EW vacuum exist we calculate the tunnelling time to each of these deeper 
extrema.

In imposing vacuum stability constraints we distinguish the following cases: 


• parameter points where the EW vacuum is the only vacuum,


• absolutely stable parameter points where secondary minima exist but are never deeper, 


• long-lived parameter points where secondary vacua are deeper but never dangerous,


• short-lived parameter points that have dangerous secondary minima. 
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Coexistence of minima

The distribution of secondary charge and CP breaking minima. Left: plane of the CP-odd Higgs mass 
mA and charged Higgs mass mH±. Right: λ4 vs. λ5. In grey points fulfilling all theoretical and 

experimental constraints; in dark green (light green) a secondary minimum of type CB (CP) exists.
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The N2HDM potential and its minima



The difference in the value of the scalar potential between 
the EW Ns vacuum and a secondary N minimum as a function 
of tan β at the EW vacuum. Only parameter points where a 

secondary N vacuum exists are shown. 


Green: parameter points have a secondary N minimum but 
tunnelling from the EW vacuum is not possible. 


Blue: points tunnelling is possible but slow


Red: short-lived tunnelling to the N minimum. 

The signal strength µττ of h125 → ττ as a function of the second 
lightest neutral scalar mass mH2. The parameter points 

without any secondary minima (grey) are plotted on top, 
followed by the absolutely stable (green), and long-lived (blue) 

parameter points. 


Below these, the points with dangerous secondary minima are 
shown in different shades of red denoting the type of 

dangerous minimum present (N – light red, CB – red, CP – dark 
red). 
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The N2HDM potential and its minima



The signal strength µγγ of h125 → γγ as a function of the 
charged Higgs mass. The parameter points without any 
secondary minima (grey) are plotted on top, followed 
by the absolutely stable (green), and long-lived (blue) 

parameter points. Below these, the points with 
dangerous secondary minima are shown in different 

shades of red denoting the type of dangerous minimum 
present (N – light red, CB – red, CP – dark red).

The normalised coupling gh125H+H− as a function of the 
charged Higgs mass. 

Excluded regions in the coupling to the charged 
Higgs and in the rate. And this was the only 

observable where a clear difference was found.
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FIG. 3: The signal strength µ�� of h125 ! �� as a function of the charged Higgs mass. The parameter points without any

secondary minima (grey) are plotted on top, followed by the absolutely stable (green), and long-lived (blue) parameter points.

Below these, the points with dangerous secondary minima are shown in di↵erent shades of red denoting the type of dangerous

minimum present (N – light red, CB – red, CP – dark red).

• parameter points where the EW vacuum is the only vacuum,

• absolutely stable parameter points where secondary minima exist but are never deep,

• long-lived parameter points where secondary vacua are deep but never dangerous,

• short-lived parameter points that have dangerous secondary minima.

Figure 3 clearly demonstrates the phenomenological impact of vacuum stability constraints. It shows the signal

strength of h125 in the �� channel defined as

µ�� =
�(pp ! h125)BR(h125 ! ��)

�(pp ! hSM)BR(hSM ! ��)
(3.13)

as a function of the charged Higgs mass. The short-lived (di↵erent shades of red) parameter points are plotted below

the grey points, for which no secondary minima exist. This means that any region where only the red parameter points

are visible is excluded by vacuum stability. One can see that significant parts of the parameter space corresponding

to an enhanced signal strength, µ�� > 1, are excluded because they have a dangerous N , CP or CB minimum below

the EW vacuum. If for instance a charged Higgs is found with a mass of 500 GeV, a bound of about µ�� . 1.03 in

the N2HDM of type I can be derived from fig. 3. If on the other hand the charged Higgs mass could be constrained

to be larger than 250 GeV (e.g. by a 500 GeV e
+
e
�-collider) enhancements of µ�� above 1.1 would be excluded in

the N2HDM of type I by the vacuum stability constraint. One can also see from fig. 3 that if the constraint of an

absolutely stable EW vacuum were imposed, the blue points in fig. 3, which indicate a long-lived EW vacuum, would

be excluded, implying possibly misleading conclusions.

The reason for the behaviour observed in fig. 3, i.e. the impact of vacuum stability on the allowed µ�� values, is

the h125 coupling to a pair of charged Higgs bosons (defined in the appendix of [25]) as shown in fig. 4. This figure

displays the impact of vacuum stability on the allowed values of the h125H
+
H

� coupling. Large negative values of

this coupling are excluded by dangerous vacua. Negative values, however, lead to an enhancement of µ�� through

constructive interference with the W± loop. Note, that we have checked that there are no relevant e↵ects from vacuum
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The N2HDM potential and its minima



The one-loop zero temperature 

potential - aka Coleman-Weinberg potential



We would like to have the potential at all orders in perturbation theory. With the full potential the 
minima can again shift and new stationary points can appear. We start (again) with the simple example of 
a scalar theory with a  symmetry.Z2

Scalar fields

We consider the simplest model of one self-interacting real scalar field, de-
scribed by the lagrangian

L =
1

2
∂µφ∂µφ− V0(φ) (22)

with a tree-level potential

V0 =
1

2
m2φ2 +

λ

4!
φ4 (23)

The one-loop correction to the tree-level potential should be computed
as the sum of all 1PI diagrams with a single loop and zero external momenta.
Diagrammatically they are displayed in Fig. 1, where each vertex has 2 external
legs.

Figure 1: 1PI diagrams contributing to the one-loop effective potential of (22).

The n-th diagram has n propagators, n vertices and 2n external legs. The
n propagators will contribute a factor of in(p2 − m2 + iε)−n a. The external
lines contribute a factor of φ2n

c and each vertex a factor of −iλ/2, where the
factor 1/2 comes from the fact that interchanging the 2 external lines of the
vertex does not change the diagram. There is a global symmetry factor 1

2n ,
where 1

n comes from the symmetry of the diagram under the discrete group of
rotations Zn and 1

2 from the symmetry of the diagram under reflection. Finally
there is an integration over the loop momentum and an extra global factor of
i from the definition of the generating functional.

Using the previous rules the one-loop effective potential can be computed
as,

Veff(φc) = V0(φc) + V1(φc),

aWe are using the Bjorken and Drell’s 6 notation and conventions.

4

ℒ =
1
2

∂μϕ∂μϕ − V0(ϕ) V0(ϕ) =
1
2

m2ϕ2 +
1
4!

λϕ4
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The 1-loop effective potential

The 1-loop corrections to the tree-level potential are computed as the sum of all 1PI diagrams with a 
single loop and zero external momentum

The diagram of order n has n propagators and 2n external legs. The n propagators contribute with a 
factor , the external lines contribute a factor  and each vertex contributes with 

. There is also a global . Finally there is an integration over the loop momentum and an extra 
factor i.

in(p2 − m2 + iϵ)−n ϕ2n
c

−iλ /2 1/(2n)



Veff (ϕc) = V0(ϕc) + V1(ϕc)
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The 1-loop effective potential

The effective potential is written as

V1(ϕc) = i
∞

∑
n=1

∫
d4p

(2π)4

1
2n ( λϕ2

c /2
p2 − m2 + iϵ )

n

=
−i
2 ∫

d4p
(2π)4

log (1 −
λϕ2

c /2
p2 − m2 + iϵ )

with

After a Wick rotation  we can writep0 = ip0
E, pE = (−ip0, ⃗p), p2 = (p0)2 − ⃗p2 = − p2

E

V1(ϕc) =
1
2 ∫

d4p
(2π)4

log (1 +
λϕ2

c /2
p2

E + m2 )
and using the shifted masses

m2(ϕc) = m2 +
1
2

λϕ2
c =

d2V0(ϕc)
dϕ2

c

we can finally write, dropping the index E and neglecting the field independent term (more later)

V1(ϕc) =
1
2 ∫

d4p
(2π)4

log (p2 + m2(ϕc))
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The 1-loop effective potential

The result can be generalised for N scalar complex fields

V1 =
1
2

Tr∫
d4p

(2π)4
log (p2 + M2

s (ϕa, ϕ†
b )

The one-loop contribution to the effective potential is

with , where the factor 2 comes from the fact that each complex field contains two 
degrees of freedom. Similarly  .

Tr(M2
s ) = 2Va

a
Tr(1) = 2N

ℒ =
1
2

∂μϕa∂μϕ†
a − V0(ϕ)(ϕa, ϕ†

a)

(M2
s )a

b = Va
b =

∂2V
∂ϕ†

a∂ϕb

where λ = 1 (λ = 2) for Weyl (Dirac) fermions. On the other hand we have
grouped terms pairwise in the matrix product and used,

p̃2 = p2

where p̃ stands either for p · γ or p · σ, depending on the kind of fermions we
are using.

Collecting everything together we can write the one-loop contribution to
the effective potential from fermion fields as,

V1(φc) = −2λiT r
∞∑

n=1

∫
d4p

(2π)4
1

2n

[
M2

f

p2

]n

= 2λ
i

2
Tr

∫
d4p

(2π)4
log

[

1 −
M2

f

p2

]

(34)
As in the case of the scalar theory, after making a Wick rotation to the

Euclidean momenta space, and neglecting an irrelevant field independent term,
we can cast (34) as

V1 = −2λ
1

2
Tr

∫
d4p

(2π)4
log
[
p2 + M2

f (φc)
]

(35)

Gauge bosons

Consider now a theory described by the lagrangian,

L = −
1

4
Tr(FµνFµν) +

1

2
Tr(Dµφa)†Dµφa + · · · (36)

In the Landau gauge, which does not require ghost-compensating terms, the
free gauge-boson propagator is

Πµ
ν = −

i

p2 + iε
∆µ

ν (37)

with

∆µ
ν = gµ

ν −
pµpν

p2
(38)

satisfying the property pµ∆µ
ν = 0 and ∆n = ∆, n = 1, 2, . . ..

The only vertex which contributes to one-loop is

L =
1

2
(Mgb)

2
αβAα

µAµβ + · · · (39)

where
(Mgb)

2
αβ(φc) = gαgβTr

[(
T i

α$φi

)†
T $

βjφ
j
]

(40)
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Figure 3: 1PI diagrams contributing to the one-loop effective potential of (36).

In this way the diagrams contributing to the one-loop effective potential are
depicted in Fig. 3.

A few comments about Eq. (40): (i) gα is the gauge coupling constant
associated to the gauge field Aα

µ; if the gauge group is simple, e.g. SU(5),
SO(10), E6, . . ., then all gauge couplings are equal; otherwise there is a distinct
gauge coupling per group factor. (ii) Tα are the generators of the Lie algebra
of the gauge group in the representation of the φ-fields and the trace in (40)
is over indices of that representation.

Taking into account the combinatorial factors, the graph with n propaga-
tors and n vertices yields a total factor

1

2n

Tr((Mgb)2)n

p2n
Tr(∆)

where

Tr(∆) = 3 (41)

which is the number of degrees of freedom of a massive gauge boson. Collecting
together all factors, and making the Wick rotation to the euclidean momenta
space, we can cast the effective potential from gauge bosons as,

V1 = Tr(∆)
1

2
Tr

∫
d4p

(2π)4
log
[
p2 + (Mgb)

2(φc)
]

(42)

1.3 The higher-loop effective potential

Calculating the effective potential by summing infinite series of Feynman graphs
at zero external momentum is an extremely onerous task beyond the one-loop
approximation. However, as has been shown in Ref. 4, this task is trivial for
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The one-loop contribution to the effective potential in the case of Nf fermions and Ng gauge bosons is

Fermions

Gauge bosons
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The 1-loop effective potential

The results for the one-loop potentials all have UV infinities. So we need to renormalise them. Let us do 
this with a simple example of a massless scalar theory

Before we start let us write again the general renormalisation conditions. There are two free 
parameters in the theory and therefore we have two renormalisation conditions (where we will hide the 
infinities)

Cut-off regularization

We will illustrate this scheme with the simplest theory: a massless real scalar
field, with a lagrangian

L =
1

2
(1 + δZ)(∂µφ)2 −

1

2
δm2φ2 −

λ+ δλ

4!
φ4 (49)

where δZ, δm2 and δλ are the usual wave-function, mass and coupling constant
renormalization counterterms. They have to be defined self-consistently order
by order in the loop expansion. Here we will compute everything to one-loop
order.

The conventional definition of the renormalized mass of the scalar field is
the negative inverse propagator at zero momentum. In view of (20) we can
write it as:

m2
R = −Γ(2)(p = 0) =

d2V

dφ2
c

∣∣∣∣
φc=0

(50)

We can also define the renormalized coupling as the four-point function at zero
external momentum,

λR = −Γ(4)(p = 0) =
d4V

dφ4
c

∣∣∣∣
φc=0

(51)

and the standard condition for the field renormalization is,

Z(0) = 1 (52)

Now we will compute the effective potential (28) cutting off the integral
at p2 = Λ2. First of all we can integrate over angular variables. For that we
can use, ∫

dnpf(ρ) =
πn/2

Γ(n
2 )

∫
f(ρ)ρn/2−1 dρ (53)

where ρ = |p|2, and we can cast (28) as

V1(φc) =
1

32π2

∫ Λ2

0
ρ log[ρ+ m2(φc)]dρ. (54)

This indefinite integral can be solved with the help of 7

∫
x log(a + x) dx =

1

2
(x2 − a2) log(a + x) −

1

2

(
x2

2
− ax

)
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We will illustrate this scheme with the simplest theory: a massless real scalar
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(1 + δZ)(∂µφ)2 −
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where δZ, δm2 and δλ are the usual wave-function, mass and coupling constant
renormalization counterterms. They have to be defined self-consistently order
by order in the loop expansion. Here we will compute everything to one-loop
order.

The conventional definition of the renormalized mass of the scalar field is
the negative inverse propagator at zero momentum. In view of (20) we can
write it as:
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λR = −Γ(4)(p = 0) =
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dφ4
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φc=0

(51)

and the standard condition for the field renormalization is,

Z(0) = 1 (52)

Now we will compute the effective potential (28) cutting off the integral
at p2 = Λ2. First of all we can integrate over angular variables. For that we
can use, ∫

dnpf(ρ) =
πn/2

Γ(n
2 )

∫
f(ρ)ρn/2−1 dρ (53)

where ρ = |p|2, and we can cast (28) as

V1(φc) =
1

32π2

∫ Λ2

0
ρ log[ρ+ m2(φc)]dρ. (54)

This indefinite integral can be solved with the help of 7

∫
x log(a + x) dx =

1

2
(x2 − a2) log(a + x) −

1

2

(
x2

2
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)
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4!
φ4 (49)

where δZ, δm2 and δλ are the usual wave-function, mass and coupling constant
renormalization counterterms. They have to be defined self-consistently order
by order in the loop expansion. Here we will compute everything to one-loop
order.

The conventional definition of the renormalized mass of the scalar field is
the negative inverse propagator at zero momentum. In view of (20) we can
write it as:
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d4V

dφ4
c

∣∣∣∣
φc=0
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and the standard condition for the field renormalization is,
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Now we will compute the effective potential (28) cutting off the integral
at p2 = Λ2. First of all we can integrate over angular variables. For that we
can use, ∫

dnpf(ρ) =
πn/2

Γ(n
2 )

∫
f(ρ)ρn/2−1 dρ (53)

where ρ = |p|2, and we can cast (28) as
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1

32π2
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We will illustrate this scheme with the simplest theory: a massless real scalar
field, with a lagrangian

L =
1

2
(1 + δZ)(∂µφ)2 −

1

2
δm2φ2 −

λ+ δλ

4!
φ4 (49)

where δZ, δm2 and δλ are the usual wave-function, mass and coupling constant
renormalization counterterms. They have to be defined self-consistently order
by order in the loop expansion. Here we will compute everything to one-loop
order.

The conventional definition of the renormalized mass of the scalar field is
the negative inverse propagator at zero momentum. In view of (20) we can
write it as:

m2
R = −Γ(2)(p = 0) =

d2V

dφ2
c
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We can also define the renormalized coupling as the four-point function at zero
external momentum,

λR = −Γ(4)(p = 0) =
d4V

dφ4
c
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φc=0

(51)

and the standard condition for the field renormalization is,

Z(0) = 1 (52)

Now we will compute the effective potential (28) cutting off the integral
at p2 = Λ2. First of all we can integrate over angular variables. For that we
can use, ∫

dnpf(ρ) =
πn/2

Γ(n
2 )

∫
f(ρ)ρn/2−1 dρ (53)

where ρ = |p|2, and we can cast (28) as

V1(φc) =
1

32π2

∫ Λ2

0
ρ log[ρ+ m2(φc)]dρ. (54)

This indefinite integral can be solved with the help of 7

∫
x log(a + x) dx =

1

2
(x2 − a2) log(a + x) −

1

2

(
x2

2
− ax
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Condition for the mass

Condition for the coupling

Condition for the field - which we don’t really need

Now we have to put the potential in a usable form.
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The 1-loop effective potential

Let us start by using an energy cut-off  and use the following result from integrating in the angular 
variables

Λ

Cut-off regularization

We will illustrate this scheme with the simplest theory: a massless real scalar
field, with a lagrangian
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1
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(1 + δZ)(∂µφ)2 −

1

2
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4!
φ4 (49)
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by order in the loop expansion. Here we will compute everything to one-loop
order.
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∫
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ρ log[ρ+ m2(φc)]dρ. (54)
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1

2
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1

2
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field, with a lagrangian

L =
1

2
(1 + δZ)(∂µφ)2 −
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where δZ, δm2 and δλ are the usual wave-function, mass and coupling constant
renormalization counterterms. They have to be defined self-consistently order
by order in the loop expansion. Here we will compute everything to one-loop
order.

The conventional definition of the renormalized mass of the scalar field is
the negative inverse propagator at zero momentum. In view of (20) we can
write it as:
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d2V
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We can also define the renormalized coupling as the four-point function at zero
external momentum,

λR = −Γ(4)(p = 0) =
d4V

dφ4
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(51)

and the standard condition for the field renormalization is,

Z(0) = 1 (52)

Now we will compute the effective potential (28) cutting off the integral
at p2 = Λ2. First of all we can integrate over angular variables. For that we
can use, ∫

dnpf(ρ) =
πn/2

Γ(n
2 )

∫
f(ρ)ρn/2−1 dρ (53)

where ρ = |p|2, and we can cast (28) as

V1(φc) =
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32π2

∫ Λ2

0
ρ log[ρ+ m2(φc)]dρ. (54)

This indefinite integral can be solved with the help of 7

∫
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1

2
(x2 − a2) log(a + x) −

1

2
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x2
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where . Show thatρ = |p |2

Neglecting now in (54) field independent terms, and terms which vanish
in the limit Λ → ∞, we finally obtain,

V1(φc) =
1

32π2
m2(φc)Λ

2 +
1

64π2
m4(φc)

[
log

m2(φc)

Λ2
−

1

2

]
(55)

Using now (55) we can write the one-loop effective potential of the theory
(49) as,

V =
1

2
δm2φ2

c +
λ+ δλ

4!
φ4

c +
λφ2

c

64π2
Λ2 +

λ2φ4
c

256π2

(
log

λφ2
c

2Λ2
−

1

2

)
(56)

We will impose now a variant of the renormalization conditions (50), (51)
and (52). For the renormalized mass we can impose it to vanish, i.e.,

d2V

dφ2
c

∣∣∣∣
φc=0

= 0 (57)

For the renormalized gauge coupling λ, we cannot use Eq. (51) at a value of
the field equal to zero. There is nothing wrong with using a different renor-
malization prescription and using a different subtraction point. We can use,

λ =
d4V

dφ4
c

∣∣∣∣
φc=µ

(58)

where µ is some mass scale. Different choices of the scale lead to different
definitions of the coupling constant, i.e. to different parametrizations of the
same theory, but in principle any value of µ is as good as any other.

Imposing now the conditions (57) and (58) to (56) we can write the coun-
terterms as,

δm2 = −
λ

32π2
Λ2 (59)

and

δλ = −
11λ2

32π2
−

3λ2

32π2
log

λµ2

2Λ2
(60)

Using now (59) and (60) in (56) we can write the one-loop effective poten-
tial in the previous renormalization scheme as,

Veff =
λ

4!
φ4

c +
λ2φ4

c

256π2
log

(
φ2

c

µ2
−

25

6

)
(61)

A similar renormalization scheme can be defined also for theories with
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Meaning the full one-loop potential is
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The 1-loop effective potential
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Neglecting now in (54) field independent terms, and terms which vanish
in the limit Λ → ∞, we finally obtain,

V1(φc) =
1

32π2
m2(φc)Λ

2 +
1

64π2
m4(φc)

[
log

m2(φc)

Λ2
−

1

2

]
(55)

Using now (55) we can write the one-loop effective potential of the theory
(49) as,

V =
1

2
δm2φ2

c +
λ+ δλ

4!
φ4

c +
λφ2

c

64π2
Λ2 +

λ2φ4
c

256π2

(
log

λφ2
c

2Λ2
−

1

2

)
(56)

We will impose now a variant of the renormalization conditions (50), (51)
and (52). For the renormalized mass we can impose it to vanish, i.e.,

d2V

dφ2
c

∣∣∣∣
φc=0

= 0 (57)

For the renormalized gauge coupling λ, we cannot use Eq. (51) at a value of
the field equal to zero. There is nothing wrong with using a different renor-
malization prescription and using a different subtraction point. We can use,

λ =
d4V

dφ4
c

∣∣∣∣
φc=µ

(58)

where µ is some mass scale. Different choices of the scale lead to different
definitions of the coupling constant, i.e. to different parametrizations of the
same theory, but in principle any value of µ is as good as any other.

Imposing now the conditions (57) and (58) to (56) we can write the coun-
terterms as,

δm2 = −
λ

32π2
Λ2 (59)

and

δλ = −
11λ2

32π2
−

3λ2

32π2
log

λµ2

2Λ2
(60)

Using now (59) and (60) in (56) we can write the one-loop effective poten-
tial in the previous renormalization scheme as,

Veff =
λ

4!
φ4

c +
λ2φ4

c

256π2
log

(
φ2

c

µ2
−

25

6

)
(61)

A similar renormalization scheme can be defined also for theories with
fermions and/or gauge bosons. However for gauge theories the regularization

12

Which leads to the potential
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The 1-loop effective potential

Using dimensional regularisation the result is

Fermions

Gauge bosons

where γE = 0.5772 . . . is the Euler-Masccheroni constant 7. We obtain for (65)

V1(φc) =
m4(φc)

64π2
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−
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1

2 − n
2

− γE + log 4π

]

+ log
m2(φc)

µ2
−

3

2
+ O(

n

2
− 2)

}
(67)

Now the MS renormalization scheme consists in subtracting the term pro-
portional to

CUV ≡
[

1

2 − n
2

− γE + log 4π

]
(68)

in the regularized potential (67). Therefore the divergent piece,

−
m4(φc)

64π2

{[
1

2 − n
2

− γE + log 4π

]}

has to be absorbed by the counterterms. Therefore the final expression for the
one-loop potential, written in terms of the renormalized parameters, is

V1(φc) =
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64π2
m4(φc)

{
log

m2(φc)

µ2
−

3

2

}
(69)

For instance, in the theory described by lagrangian (49), the counterterms
are given by,

δm2 = 0 (70)

δλ =
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32π2
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− γE + log 4π

]

and the effective potential is,

Veff =
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3
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)
(71)

The scale µ along this section is related to the renormalization group be-
haviour of the renormalized couplings and masses.

For a theory with fermion fields, one needs a trace operation in dimensional
regularization, as Tr1 = f(n). For instance, for an even dimension one could
choose, f(n) = 2n/2 for Dirac fermions, and f(n) = 2n/2−1 for Weyl fermions.
However the difference f(n) − f(4) is only relevant for divergent graphs and
can therefore be absorbed by a renormalization-group transformation. It is

14

usually convenient to choose f(n) = f(4) = 2λ for all values of n 10. The
effective potential (35) can be computed as in (62), leading to,

V1(φc) = −λ
M4
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32π2
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]

+ log
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In the MS renormalization scheme, after subtracting the term proportional to
(68) we obtain,

V1(φc) = −λ
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32π2
M4
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log
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µ2
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3

2
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Similarly, in a theory with gauge bosons as in (36), the effective potential
(42) is computed as,

V1(φc) = Tr(∆)
M4
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64π2

{
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[
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− γE + log 4π
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+ log
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+ O(
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(74)

where
Tr(∆) = n − 1 (75)

In the MS renormalization scheme, subtracting as usual the term propor-
tional to (68) one obtains the effective potential,

V1(φc) = 3
1

64π2
M4

gb(φc)

{

log
M2

gb(φc)

µ2
−

5

6

}

(76)

A variant of the MS renormalization scheme is the DR renormalization
scheme 11, where the dimensional regularization is applied only to the scalar
part of the integrals, while all fermion and tensor indices are considered in four
dimensions. In this case Tr(∆) is taken equal to 3, as in (41), and subtracting
from (74) the term proportional to (68) one obtains,

V1(φc) = 3
1

64π2
M4

gb(φc)

{

log
M2

gb(φc)

µ2
−

3

2

}

(77)
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ultraviolet divergent. They have to be regularized and the divergent contribu-
tions cancelled by the counterterms

V c.t.
1 = δΩ +

δm2

2
φ2

c +
δλ

4
φ4

c (83)

where we have introduced a counterterm δΩ for the vacuum energy or cosmo-
logical constant (see next section).

The final expression for the effective potential is finite and depends on the
used regularization and, correspondingly, on the renormalization conditions.
Next we will describe the two most commonly used renormalization conditions
for the Standard Model.

MS renormalization

In this case we can use Eqs. (67), (72) and (74) for the contribution to V1(φc)
of the scalars, fermions and gauge bosons, respectively. In the MS renormaliza-
tion scheme we subtract the terms proportional to CUV, see Eq. (68), which are
cancelled by the counterterms in (83). One easily arrives to the finite effective
potential provided by

V (φc) = V0(φc) +
1

64π2

∑

i=W,Z,h,χ,t

nim
4
i (φc)

[
log

m2
i (φc)

µ2
− Ci

]
(84)

where Ci are constants given by,

CW = CZ =
5

6
(85)

Ch = Cχ = Ct =
3

2

and ni are the degrees of freedom

nW = 6, nZ = 3, nh = 1, nχ = 3, nt = −12 (86)

The counterterms which cancel the infinities are provided by,

δΩ =
m4

64π2
(nh + nχ)CUV

δm2 = −
3λm2

16π2

(
nh +

1

3
nχ

)
CUV (87)
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]
CUV
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The T dependent potential

We start with the partition function and will first take care of the boson case

Free energy

Energy
Starting with the harmonic oscillator

2.1 Basic thermodynamics - the bosonic harmonic oscillator

The basic object of thermodynamics is the partition function

Z(T ) = Tr
Ë
e

≠—Ĥ
È

(2.1)

where Ĥ is the Hamiltonian operator and — = 1/T the inverse temperature
with T the temperature. The free energy, entropy and energy of the system
are given by

F = ≠T ln Z , (2.2)

S = ≠
ˆF

ˆT
, (2.3)

E = ≠
ˆ ln Z

ˆ—
, (2.4)

respectively. First, we will study a single bosonic harmonic oscillator, the
simplest case. To compute its partition function we consider

Zbho =
Œÿ

n=0
Èn|e

≠—Ĥ
|nÍ (2.5)

where the |nÍ are the eigenstates of the Hamiltonian Ĥ of the harmonic
oscillator with angular frequency Ê, together satisfying

Ĥ |nÍ = Ê

3
n + 1

2

4
|nÍ . (2.6)

For the partition function and the free energy this yields

Zbho(T, Ê) =
Œÿ

n=0
exp

C

≠ —Ê

3
n + 1

2

4 D

= e
≠—Ê/2

1 ≠ e≠—Ê
, (2.7)

Fbho(T, Ê) = 1
2Ê + T ln

1
1 ≠ e

≠—Ê
2

, (2.8)

where the first term in the free energy describes the ground state energy,
and the second term is the thermal contribution.

Next we turn to the partition function for a field, or equivalently for a
collection of harmonic oscillators. We consider the field operator „̂(x̨, t) and
decompose it into its Fourier modes

„̂(x̨, t) =
⁄ d3

k

(2fi)3
1

2Ê
k̨

1
â

k̨
e

≠ik̨·x̨ + â
†
k̨
e

ik̨·x̨
2

, (2.9)

where we postulate that the operators â, â
† satisfy the commutation relation

Ë
â

k̨
, â

†
k̨Õ

È
= 2Ê

k̨
(2fi)3

”
(3)(k̨ ≠ k̨

Õ) (2.10)
Ë
â

k̨
, â

k̨Õ

È
=

Ë
â

†
k̨
, â

†
k̨Õ

È
= 0 . (2.11)
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are given by

F = ≠T ln Z , (2.2)

S = ≠
ˆF

ˆT
, (2.3)

E = ≠
ˆ ln Z

ˆ—
, (2.4)

respectively. First, we will study a single bosonic harmonic oscillator, the
simplest case. To compute its partition function we consider

Zbho =
Œÿ

n=0
Èn|e

≠—Ĥ
|nÍ (2.5)

where the |nÍ are the eigenstates of the Hamiltonian Ĥ of the harmonic
oscillator with angular frequency Ê, together satisfying

Ĥ |nÍ = Ê

3
n + 1

2

4
|nÍ . (2.6)

For the partition function and the free energy this yields
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4 D
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1 ≠ e≠—Ê
, (2.7)

Fbho(T, Ê) = 1
2Ê + T ln

1
1 ≠ e

≠—Ê
2

, (2.8)

where the first term in the free energy describes the ground state energy,
and the second term is the thermal contribution.

Next we turn to the partition function for a field, or equivalently for a
collection of harmonic oscillators. We consider the field operator „̂(x̨, t) and
decompose it into its Fourier modes
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†
k̨Õ

È
= 0 . (2.11)

4

Entropy

2.1 Basic thermodynamics - the bosonic harmonic oscillator

The basic object of thermodynamics is the partition function

Z(T ) = Tr
Ë
e

≠—Ĥ
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È

(2.1)
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†
k̨
e

ik̨·x̨
2

, (2.9)

where we postulate that the operators â, â
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And for the free Klein-Gordon field

The equation of motion for the free field is the Klein-Gordon equation,
1
⇤ + m

2
2

„̂(x̨, t) = 0 (2.12)

which in terms of the Fourier modes reads

(k0)2 = Ê
2
k̨

= k̨
2 + m

2
. (2.13)

This dispersion relation does not involve di�erent momenta and hence the
di�erent modes are not coupled. The free scalar field is a collection of
independent harmonic oscillators, one for each momentum mode |̨k|. The
partition function of a bosonic field (indicated by the subscript B) thus
factorizes into

ZB =
Ÿ

k̨

Zbho(T, Ê
k̨
) , (2.14)

where the multiplication here is a symbolic notation for a product over all
wavenumbers. It can be given meaning by working in finite volume, with
the infinite volume limit taken at the end of the calculation.

The free energy of a free bosonic field is given by

FB = ≠T ln ZB = ≠T

ÿ

k̨

ln Zbho(T, Ê
k̨
) (2.15)

=
ÿ

k̨

51
2Ê

k̨
+ T ln

1
1 ≠ e

≠—Ê
k̨

26
, (2.16)

Again, the sum over all momenta k̨ is defined over a finite volume V. In the
infinite volume limit V æ Œ, the sum is replaced by an integration as

ÿ

k̨

æ V

⁄ d3
k

(2fi)3 . (2.17)

The free energy density, i.e., the free energy normalized to the volume V,
then becomes

fB = FB
V

= V0,B + T

⁄ d3
k

(2fi)3 ln
1
1 ≠ e

≠—Ê
k̨

2
. (2.18)

The first term V0,B is the energy density of the zero-temperature ground
state, which is divergent, cf. Eq. (2.16). The same divergence is encoun-
tered in quantum field theories at zero temperature. In the following, we
assume that it is regularized with an appropriate counter-term. The stan-
dard renormalisation convention takes the zero-temperature ground state
free energy to be zero.

Due to the integration over all momenta, fB can only depend on T and
m, where m only appears as m/T . From dimensional analysis we infer that
the free energy density hence takes the form

fB(T, m) = T
4
JB

3
m

T

4
, (2.19)
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Figure 1: This figure shows the dimensionless function JB that is propor-
tional to the free energy of bosons as defined in Eq. (2.19), as a function
of mass-to-temperature ratio (thick line). Also the expansions for large T

(dashed), Eq. (2.21) and small T (dotted), Eq. (2.20) are shown. The large-T
expansion is performed up to order four in m/T , being a good approximation
up to m/T ≥ 1.1.

where JB(m/T ) is a dimensionless function. While the integral in Eq. (2.18)
cannot be solved exactly for all values of m/T , analytic approximations exist
in the low and the high temperature regimes.

In the low temperature regime, m/T ∫ 1, one expands in T/m and gets
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recovering the familiar distribution function of Maxwell-Boltzmann statis-
tics.

In the high temperature case m/T π 1 one expands in m/T to obtain
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Here “E ¥ 0.57721 is the Euler–Mascheroni constant. While the first two
terms follow in a relatively simple way using the ’-function, the third and
fourth terms are more complicated in nature: they are non-analytic in the
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And for fermions

Figure 2: This figure shows the dimensionless function JF that is propor-
tional to the free energy of fermions as defined in Eq. (2.27) as a function of
mass-to-temperature ratio (thick line). Additionally, the expansion for large
T (dashed), Eq. (2.28) and small T (dotted) , in analogy to Eq. (2.20) are
shown. Note that in the small T limit, both the fermionic and the bosonic
expansions agree. The large T expansion is performed up to order four in
m/T , working well up to m/T ≥ 0.5, hence being sligthly worse than the
bosonic high-T expansion, depicted in Fig. 1 .

The vacuum energy density V0,F is again divergent, but comes with the
opposite sign compared to the bosonic case. We assume that the vacuum
energy is regularised by an appropriate counter-term such that we can take
it to be zero in the following.

In analogy to the bosonic case the free energy density can be written as

fF = T
4
JF

3
m

T

4
. (2.27)

In Fig. 2, a numerical evaluation of JF (m/T ) is shown together with its
small and large temperature expansions. The integral in Eq. (2.26) cannot
be solved analytically for all values of m/T , but in the limits of small and
large temperatures. In the low temperature limit the expansion agrees with
Eq. (2.20). As expected, at low energies the quantum nature of the field
becomes irrelevant and one recovers the Maxwell-Boltzmann statistics for
both, fermions and bosons. In the high temperature limit the free energy

8
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Figure 2: This figure shows the dimensionless function JF that is propor-
tional to the free energy of fermions as defined in Eq. (2.27) as a function of
mass-to-temperature ratio (thick line). Additionally, the expansion for large
T (dashed), Eq. (2.28) and small T (dotted) , in analogy to Eq. (2.20) are
shown. Note that in the small T limit, both the fermionic and the bosonic
expansions agree. The large T expansion is performed up to order four in
m/T , working well up to m/T ≥ 0.5, hence being sligthly worse than the
bosonic high-T expansion, depicted in Fig. 1 .
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The complete expression for the temperature dependent potential of the SM isUsing Eqs. (198) and (211) one can easily see that the finite-temperature
part of the one-loop effective potential can be written as,

∆V (1)(φc, T ) =
T 4

2π2




∑

i=W,Z

niJB[m2
i (φc)/T 2] + ntJF [m2

t (φc)/T 2]



 (212)

where the function JB and JF where defined in Eqs. (173) and (199), respec-
tively.

Using now the high temperature expansions (174) and (200), and the one
loop effective potential at zero temperature, Eq. (90), one can write the total
potential as,

V (φc, T ) = D(T 2 − T 2
o )φ2

c − ETφ3
c +

λ(T )

4
φ4

c (213)

where the coefficients are given by

D =
2m2

W + m2
Z + 2m2

t

8v2
(214)

E =
2m3

W + m3
Z

4πv3
(215)

T 2
o =

m2
h − 8Bv2

4D
(216)

B =
3

64π2v4

(
2m4

W + m4
Z − 4m4

t

)
(217)

λ(T ) = λ−
3

16π2v4

(
2m4

W log
m2

W

ABT 2
+ m4

Z log
m2

Z

ABT 2
− 4m4

t log
m2

t

AF T 2

)

(218)
where log AB = log ab − 3/2 and log AF = log aF − 3/2, and aB, aF are
given in (174) and (200). All the masses which appear in the definition of the
coefficients, Eqs. (214) to (218), are the physical masses, i.e. the masses at the
zero temperature minimum. The peculiar form of the potential, as given by
Eq. (213), will be useful to study the associated phase transition, as we will
see in subsequent sections.

4 Cosmological phase transitions

All cosmological applications of field theories are based on the theory of phase
transitions at finite temperature, that we will briefly describe throughout this

43
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where the thermal fermionic function JF is defined as,

JF [m2β2] =
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√
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]
(199)

As in the scalar field, the integral (199) and therefore the thermal fermionic
effective potential admits a high-temperature expansion which will be very
useful for practical applications. It is given by
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where af = π2 exp(3/2 − 2γE) (log af = 2.6351) and ζ is the Riemann ζ-
function.

As we did in the case of the scalar field, there is a very simple way of
obtaining the effective potential, computing the tadpole in the shifted theory,
and integrating over φc. Using for the fermion propagator (147)

i
γ · p + Mf
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and the trace formula,
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we can write for the tadpole the expression,
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or, using the expression Mf (φc) = Γφc, where Γ is the Yukawa coupling,

dV β
1

dM2
f (φc)

= −2λ
1

2β

∞∑

n=−∞

∫
d3p

(2π)3
1

ω2
n + ω2

(202)

Now the infinite sum in (202) can be done with the help of (150), with
f(z) given by (177), as
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The integral (173) and therefore the thermal bosonic effective potential
admits a high-temperature expansion which will be very useful for practical
applications. It is given by
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where ab = 16π2 exp(3/2 − 2γE) (log ab = 5.4076) and ζ is the Riemann ζ-
function.

There is a very simple way of computing the effective potential: it consists
in computing its derivative in the shifted theory and then integrating! In
fact the derivative of the effective potential

dV β
1

dφc

is described diagrammatically by the tadpole diagram. In fact using the Feyn-
man rules in (147) one can easily write for the tadpole the expression,
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or, using the expression (27) for m2(φc),
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Now we can perform the infinite sum in (176) using the result in Eq. (149)
with a function f defined as,
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and obtain for the tadpole (176) the result
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where  is the temperature dependent self-energy. The leading contribution isΣφ

Daisy resummations

Symmetry 2020, 12, 733 5 of 24

term may signify that the phase transition could be first order with the critical temperature of TC '

vC/
p

l if (m̄2)3/2 ' l3/2 j3. Or, if the (m̄2)3/2 term can be neglected, the phase transition would be
reduced to the second order with the critical temperature of TC '

p
m2/l. As shown in the next section,

the perturbative expansion would break down at around TC even if l ⌧ 1. Therefore, we cannot
make any conclusion about the order of the phase transition from the above potential (9). We explicitly
demonstrate why the perturbative expansion is invalidated at high temperature in the next section.

Before closing this section, we address an issue of the imaginary part of the effective potential. At
T = 0, ln m̄2 would give the imaginary part if m̄2

< 0. Its sign is determined by an ie prescription for
the propagator. Namely, ln

�
m̄2 � ie

�
= ln

�
|m̄2|(�1� ie)

 
= ln |m̄2|e�ip = ln |m̄2|� ip, and therefore

the imaginary part of V1(j; T = 0) in Equation (8) is [112]

ImV1(j; T = 0) = �
m̄4

64p
. (10)

In the work of E. Weinberg and A. Wu [113], the imaginary part is interpreted as a decay rate of a
state. Another interpretation is given by analogy with a Schwinger effect in Ref. [114]. Note that this
imaginary part would be cancelled by a counterpart arising from the thermal function of IB at high
temperature, as indicated by Equation (9). Nevertheless, the effective potential (9) still can be complex
since the (m̄2)3/2 term gives another imaginary part if m̄2

< 0, which could be viewed as a harbinger
of the breakdown of the perturbation theory. As discussed in the next section, the term would be
modified as a consequence of the thermal resummation and the imaginary part could disappear at
high temperature (see Equation (25) or Equation (28)).

3. Breakdown of Perturbative Expansion and Thermal Resummation

Let us consider some loop diagrams at high temperature. For illustrative purpose, we focus on
the f4 theory [3] (for further developments that are not covered here, see, e.g., Ref. [46,115]). As is the
T = 0 case, the mass term receives higher-order corrections as

M̄2 = m̄2 + Sj(j; T), (11)

where Sj(j; T) is the temperature-dependent self-energy. At one-loop order, one has

M̄2 = m̄2 +
l

2
I(m̄2), (12)

where

=
l

2
I(m̄2) =

l

2 Â
Z

K

1
K2 + m̄2 !

T>0

l

2
I0B(a2)

p2 =
l

2


T2

12
�

Tm̄
4p

+ · · ·

�
, (13)

where I0B(a2) = ∂IB(a2)/∂a2 and m̄ = (m̄2)1/2. Therefore, this diagram grows with O(T2) at
high temperature. The second term comes from the w0 = 0 mode, which brings about the IR
divergence discussed below. Now we estimate multi-loop diagrams by fully exploiting Equation (13).
For the moment, we ignore the numerical coefficients to make our discussion simpler.

There exist two types of the 2-loop diagrams: the figure-8 and sunset diagrams. The figure-8
diagram is composed of one 1-vertex bubble (VB) and one 2VB. The former goes like lT2 as seen
from Equation (13) while the latter is estimated as lS

R
K 1/(K2 + m̄2)2 = �l∂I(m̄2)/∂m̄2 ⇠ lT/m̄,

which amounts to
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(figure-8) ⇠ lT2
✓

lT
m̄

◆
. (14)

On the other hand, the sunset diagram in the high-T limit is roughly given by [116].

(sunset) ⇠ l2T2 ln
m̄
T

. (15)

Comparing those two 2-loop diagrams, one finds that the figure-8 diagram becomes dominant at
high temperature. Despite this fact, the sunset diagram plays an important role in studying the phase
transition [116].

Attaching one more 1VB to the lower bubble in the figure-8 diagram, one gets a mouse
diagram in which 3VB comes in. This new contribution is evaluated as lS

R
K 1/(K2 + m̄2)3 =

(l/2)∂2 I(m̄2)/∂(m̄2)2 ⇠ lT/m̄3. Thus we have

(mouse) ⇠ (lT2)2
✓

lT
m̄3

◆
. (16)

On the other hand, if we attach one 1 VB to the upper bubble in the figure-8 diagram, it becomes a
cactus diagram, which is composed of one 1 VB and two 2 VB. From the above estimates, it follows that

(cactus) ⇠ lT2
✓

lT
m̄

◆2
, (17)

Taking the ratio of those two 3-loop diagrams, one finds that (mouse)/(cactus) = T/m̄.
Therefore, the mouse diagram becomes dominant at high temperature. We could have another 3-loop
diagram which is made by attaching one 1 VB to the sunset diagram. However such a diagram cannot
compete with the mouse diagram. Noting that whenever one 1 VB is attached to the lower bubble in
the figure-8 diagram, one gets the factor of lT2/m̄2. Thus, a diagram that is composed of (n � 1) 1 VB
and one nVB (referred to as daisy diagram) is found to be

(daisy) ⇠
l2T3

m̄

✓
lT2

m̄2

◆n�2

. (18)

Therefore, in addition to l < 1, it needs lT2/m̄2
< 1 in order that the perturbative expansion

makes sense. However, as discussed in Section 2, one has TC ' m̄/
p

l when the symmetry is restored,
which means that the one-loop order calculation is not reliable in studying the phase transition.
This demonstration suggests that one has to incorporate all the relevant diagrams into our calculation,
that is, necessity of the resummation.

Let us redo the above analysis taking the numerical factor with care. The daisy diagram is actually
given by
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�i(daisy) =
✓
�il

2

◆n ✓T2

12

◆n�1
(i∂m̄2)n�1 I(m̄2)

(n � 1)!
, (19)

where ∂m̄2 = ∂/∂(m̄2). Note that n = 1 is reduced to 1VB given in Equation (13). Summing up all the
dominant diagrams at high temperature, the self-energy is calculated as

�iSj(j; T) =
•

Â
n=1

✓
�il

2

◆n ✓T2

12

◆n�1
(i∂m̄2)n�1 I(m̄2)

(n � 1)!

=
•

Â
n=0

✓
�il

2

◆n+1 ✓T2

12

◆n
(i∂m̄2)n I(m̄2)

(n)!

=

✓
�il

2

◆
exp

✓
lT2

24
∂m̄2

◆
I(m̄2) =

✓
�il

2

◆
I
✓

m̄2 +
lT2

24

◆

'
�il

2

"
T2

12
�

T
4p

✓
m̄2 +

lT2

24

◆1/2

+ · · ·

#
. (20)

Therefore, the daisy resummation to leading order amounts to

M̄2 = m̄2 +
l

2
I
✓

m̄2 +
lT2

24

◆
. (21)

Including super-daisy diagrams [3,117], once arrives at a gap equation

M̄2 = m̄2 +
l

2
I(M̄2). (22)

Note that the sunset-type diagrams such as (15) are not included in the daisy and super-daisy
resummations. In the study of the phase transition, however, such diagram cannot be neglected.

It should be emphasized that the resummation is merely re-organization of the perturbative
expansion so that original Lagrangian is not changed at all. This can be seen as follows. Following the
work of Parwani [118], let us decompose the bare Lagrangian (LB) into the renormalized one (LR) and
corresponding counterterms (LCT) and then add and subtract the thermal mass correction of Sj(T) as

LB =


LR �

1
2

Sj j2
�
+


LCT +

1
2

Sj j2
�

. (23)

We regard Sj appearing in the renormalized Lagrangian as un-perturbed part while the latter as
the part of the counterterm. In this resummed Lagrangian, the scalar propagator is given by 1/(K2 + M̄2)
with M̄2 = m̄2 + Sj. Thus, the one-loop effective potential can be obtained by replacing m̄2 with M̄2

in Equation (8):

µeV1+daisy(j; T) =
1
2 Â
Z

K
ln(K2 + M̄2) =

M̄4

64p2

✓
ln

M̄2

µ̄2 �
3
2

◆
+

T4

2p2 IB

✓
M̄2

T2

◆
. (24)

Putting all together and taking HTE, the effective potential in the Parwani scheme is reduced to

VHTE
eff, Parwani(j; T) = (const)�

m2

2
j2 +

m̄2

24
T2

�
T

12p
(M̄2)3/2 +

l

4!
j4 +

M̄4

64p2

✓
ln

T2

µ̄2 + 2cB

◆
, (25)

where (const) denotes the j-independent terms that are irrelevant to the phase transition.
Recalling that the IR divergence is originated from the w0 = 0 mode, we could resum only this

mode (Arnold-Espinosa (AE) scheme) [116]. In this scheme, the resummed effective potential is cast
into the form

The final result for the scalar mass correction is (introduced by redefining the masses - Debye masses)

Symmetry 2020, 12, 733 5 of 24

term may signify that the phase transition could be first order with the critical temperature of TC '

vC/
p

l if (m̄2)3/2 ' l3/2 j3. Or, if the (m̄2)3/2 term can be neglected, the phase transition would be
reduced to the second order with the critical temperature of TC '

p
m2/l. As shown in the next section,

the perturbative expansion would break down at around TC even if l ⌧ 1. Therefore, we cannot
make any conclusion about the order of the phase transition from the above potential (9). We explicitly
demonstrate why the perturbative expansion is invalidated at high temperature in the next section.

Before closing this section, we address an issue of the imaginary part of the effective potential. At
T = 0, ln m̄2 would give the imaginary part if m̄2

< 0. Its sign is determined by an ie prescription for
the propagator. Namely, ln

�
m̄2 � ie

�
= ln

�
|m̄2|(�1� ie)

 
= ln |m̄2|e�ip = ln |m̄2|� ip, and therefore

the imaginary part of V1(j; T = 0) in Equation (8) is [112]

ImV1(j; T = 0) = �
m̄4

64p
. (10)

In the work of E. Weinberg and A. Wu [113], the imaginary part is interpreted as a decay rate of a
state. Another interpretation is given by analogy with a Schwinger effect in Ref. [114]. Note that this
imaginary part would be cancelled by a counterpart arising from the thermal function of IB at high
temperature, as indicated by Equation (9). Nevertheless, the effective potential (9) still can be complex
since the (m̄2)3/2 term gives another imaginary part if m̄2

< 0, which could be viewed as a harbinger
of the breakdown of the perturbation theory. As discussed in the next section, the term would be
modified as a consequence of the thermal resummation and the imaginary part could disappear at
high temperature (see Equation (25) or Equation (28)).

3. Breakdown of Perturbative Expansion and Thermal Resummation

Let us consider some loop diagrams at high temperature. For illustrative purpose, we focus on
the f4 theory [3] (for further developments that are not covered here, see, e.g., Ref. [46,115]). As is the
T = 0 case, the mass term receives higher-order corrections as

M̄2 = m̄2 + Sj(j; T), (11)

where Sj(j; T) is the temperature-dependent self-energy. At one-loop order, one has

M̄2 = m̄2 +
l

2
I(m̄2), (12)

where

=
l

2
I(m̄2) =

l

2 Â
Z

K

1
K2 + m̄2 !

T>0

l

2
I0B(a2)

p2 =
l

2


T2

12
�

Tm̄
4p

+ · · ·

�
, (13)

where I0B(a2) = ∂IB(a2)/∂a2 and m̄ = (m̄2)1/2. Therefore, this diagram grows with O(T2) at
high temperature. The second term comes from the w0 = 0 mode, which brings about the IR
divergence discussed below. Now we estimate multi-loop diagrams by fully exploiting Equation (13).
For the moment, we ignore the numerical coefficients to make our discussion simpler.

There exist two types of the 2-loop diagrams: the figure-8 and sunset diagrams. The figure-8
diagram is composed of one 1-vertex bubble (VB) and one 2VB. The former goes like lT2 as seen
from Equation (13) while the latter is estimated as lS

R
K 1/(K2 + m̄2)2 = �l∂I(m̄2)/∂m̄2 ⇠ lT/m̄,

which amounts to
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The most important corrections come from Daisy diagrams and are of the order of

Therefore, for a scalar theory not only we need to have  but also  in order that the 
perturbative expansion makes sense (the diagrams are summed). 

λ < 1 λT 2 /m2 < 1
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1st and 2nd order phase transitions

Let us first consider the potential

The potential stationary points are

And the second derivative is 

section. The main point here is that at finite temperature, the equilibrium
value of the scalar field φ, 〈φ(T )〉, does not correspond to the minimum of
the effective potential V T=0

eff (φ), but to the minimum of the finite temperature

effective potential V β
eff(φ), as given by (159). Thus, even if the minimum of

V T=0
eff (φ) occurs at 〈φ〉 = σ #= 0, very often, for sufficiently large temperatures,

the minimum of V β
eff(φ) occurs at 〈φ(T )〉 = 0: this phenomenon is known

as symmetry restoration at high temperature, and gives rise to the phase
transition from φ(T ) = 0 to φ = σ. It was discovered by Kirzhnits 27 in
the context of the electroweak theory (symmetry breaking between weak and
electromagnetic interactions occurs when the universe cools down to a critical
temperature Tc ∼ 102 GeV ) and subsequently confirmed and developed by
other authors 28,15,16,29.

The cosmological scenario can be drawn as follows: In the theory of the
hot big bang, the universe is initially at very high temperature and, depending
on the function V β

eff(φ), it can be in the symmetric phase 〈φ(T )〉 = 0, i.e.
φ = 0 can be the stable absolute minimum. At some critical temperature
Tc the minimum at φ = 0 becomes metastable and the phase transition may
proceed. The phase transition may be first or second order. First-order phase
transitions have supercooled (out of equilibrium) symmetric states when the
temperature decreases and are of use for baryogenesis purposes. Second-order
phase transitions are used in the so-called new inflationary models 30. We will
illustrate these kinds of phase transitions with very simple examples.

4.1 First and second order phase transitions

We will illustrate the difference between first and second order phase transi-
tions by considering first the simple example of a potential f described by the
function,

V (φ, T ) = D(T 2 − T 2
o )φ2 +

λ(T )

4
φ4 (219)

where D and T 2
o are constant terms and λ is a slowly varying function of T g.

A quick glance at (174) and (200) shows that the potential (219) can be part
of the one-loop finite temperature effective potential in field theories.

At zero temperature, the potential has a negative mass-squared term,
which indicates that the state φ = 0 is unstable, and the energetically favored

state corresponds to the minimum at φ(0) = ±
√

2D
λ To, where the symmetry

φ↔ −φ of the original theory is spontaneously broken.

f The φ independent terms in (219), i.e. V (0, T ), are not explicitly considered.
gThe T dependence of λ will often be neglected in this section.
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The curvature of the finite temperature potential (219) is now T -dependent,

m2(φ, T ) = 3λφ2 + 2D(T 2 − T 2
o ) (220)

and its stationary points, i.e. solutions to dV (φ, T )/dφ = 0, given by,

φ(T ) = 0

and (221)

φ(T ) =

√
2D(T 2

o − T 2)

λ(T )

Therefore the critical temperature is given by To. At T > To, m2(0, T ) > 0
and the origin φ = 0 is a minimum. At the same time only the solution φ = 0
in (221) does exist. At T = To, m2(0, To) = 0 and both solutions in (221)
collapse at φ = 0. The potential (219) becomes,

V (φ, To) =
λ(To)

4
φ4 (222)

At T < To, m2(0, T ) < 0 and the origin becomes a maximum. Simultaneously,
the solution φ(T ) "= 0 does appear in (221). This phase transition is called of
second order, because there is no barrier between the symmetric and broken
phases. Actually, when the broken phase is formed, the origin (symmetric
phase) becomes a maximum. The phase transition may be achieved by a
thermal fluctuation for a field located at the origin.

However, in many interesting theories there is a barrier between the sym-
metric and broken phases. This is characteristic of first order phase transi-
tions. A typical example is provided by the potential h,

V (φ, T ) = D(T 2 − T 2
o )φ2 − ETφ3 +

λ(T )

4
φ4 (223)

where, as before, D, T0 and E are T independent coefficients, and λ is a slowly
varying T -dependent function. Notice that the difference between (223) and
(219) is the cubic term with coefficient E. This term can be provided by the
contribution to the effective potential of bosonic fields (174). The behaviour
of (223) for the different temperatures is reviewed in Refs.12,31. At T > T1 the
only minimum is at φ = 0. At T = T1

T 2
1 =

8λ(T1)DT 2
o

8λ(T1)D − 9E2
(224)

hSee, e.g. the one-loop effective potential for the Standard Model, Eq. (90).
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At  - only the solution  exists and  which means the solution is a 
minimum.

T > T0 ϕ = 0 m2(0,T ) > 0

At  - both solutions collapse at  and .T = T0 ϕ = 0 m2(0,T ) = 0

At  - both solutions exist. Show that there is one minimum and one maximum. T < T0

When the broken phase is formed, the origin (symmetric phase) becomes a maximum. The phase transition 
may be achieved by a thermal fluctuation for a field located at the origin. There is no energy barrier to 
overcome - second order phase transition.
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1st and 2nd order phase transitions

Let us consider now the complete potential (note that all the terms are present)

The potential stationary points are

There is a temperature  for which only the solution  exists.  Show that this temperature in 
given by

T = T1 ϕ = 0
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a local minimum at φ(T ) != 0 appears as an inflection point. The value of the
field φ at T = T1 is,

〈φ(T1)〉 =
3ET1

2λ(T1)
(225)

A barrier between the latter and the minimum at φ = 0 starts to develop at
lower temperatures. Then the point (225) splits into a maximum

φM (T ) =
3ET

2λ(T )
−

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (226)

and a local minimum

φm(T ) =
3ET

2λ(T )
+

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (227)

At a given temperature T = Tc

T 2
c =

λ(Tc)DT 2
o

λ(Tc)D − E2
(228)

the origin and the minimum (227) become degenerate. From (226) and (227)
we find that

φM (Tc) =
ETc

λ(Tc)
(229)

and

φm(Tc) =
2ETc

λ(Tc)
(230)

For T < Tc the minimum at φ = 0 becomes metastable and the minimum
at φm(T ) != 0 becomes the global one. At T = To the barrier disappears, the
origin becomes a maximum

φM (To) = 0 (231)

and the second minimum becomes equal to

φm(To) =
3ETo

λ(To)
(232)

The phase transition starts at T = Tc by tunneling. However, if the barrier is
high enough the tunneling effect is very small and the phase transition does
effectively start at a temperature Tc > Tt > To. In some models To can be
equal to zero. The details of the phase transition depend therefore on the
process of tunneling from the false to the global minimum. These details will
be studied in the rest of this section.
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The curvature of the finite temperature potential (219) is now T -dependent,
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At T < To, m2(0, T ) < 0 and the origin becomes a maximum. Simultaneously,
the solution φ(T ) "= 0 does appear in (221). This phase transition is called of
second order, because there is no barrier between the symmetric and broken
phases. Actually, when the broken phase is formed, the origin (symmetric
phase) becomes a maximum. The phase transition may be achieved by a
thermal fluctuation for a field located at the origin.

However, in many interesting theories there is a barrier between the sym-
metric and broken phases. This is characteristic of first order phase transi-
tions. A typical example is provided by the potential h,

V (φ, T ) = D(T 2 − T 2
o )φ2 − ETφ3 +

λ(T )

4
φ4 (223)

where, as before, D, T0 and E are T independent coefficients, and λ is a slowly
varying T -dependent function. Notice that the difference between (223) and
(219) is the cubic term with coefficient E. This term can be provided by the
contribution to the effective potential of bosonic fields (174). The behaviour
of (223) for the different temperatures is reviewed in Refs.12,31. At T > T1 the
only minimum is at φ = 0. At T = T1

T 2
1 =

8λ(T1)DT 2
o

8λ(T1)D − 9E2
(224)

hSee, e.g. the one-loop effective potential for the Standard Model, Eq. (90).

45There is a temperature (which we call the critical temperature)   for which we have two minima at 
the same height. Show that this is indeed the case and show that:

T = Tc

a local minimum at φ(T ) != 0 appears as an inflection point. The value of the
field φ at T = T1 is,

〈φ(T1)〉 =
3ET1

2λ(T1)
(225)

A barrier between the latter and the minimum at φ = 0 starts to develop at
lower temperatures. Then the point (225) splits into a maximum

φM (T ) =
3ET

2λ(T )
−

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (226)

and a local minimum

φm(T ) =
3ET

2λ(T )
+

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (227)

At a given temperature T = Tc

T 2
c =

λ(Tc)DT 2
o

λ(Tc)D − E2
(228)

the origin and the minimum (227) become degenerate. From (226) and (227)
we find that

φM (Tc) =
ETc

λ(Tc)
(229)

and

φm(Tc) =
2ETc

λ(Tc)
(230)

For T < Tc the minimum at φ = 0 becomes metastable and the minimum
at φm(T ) != 0 becomes the global one. At T = To the barrier disappears, the
origin becomes a maximum

φM (To) = 0 (231)

and the second minimum becomes equal to

φm(To) =
3ETo

λ(To)
(232)

The phase transition starts at T = Tc by tunneling. However, if the barrier is
high enough the tunneling effect is very small and the phase transition does
effectively start at a temperature Tc > Tt > To. In some models To can be
equal to zero. The details of the phase transition depend therefore on the
process of tunneling from the false to the global minimum. These details will
be studied in the rest of this section.
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The phase transition starts at T = Tc by tunneling. However, if the barrier is
high enough the tunneling effect is very small and the phase transition does
effectively start at a temperature Tc > Tt > To. In some models To can be
equal to zero. The details of the phase transition depend therefore on the
process of tunneling from the false to the global minimum. These details will
be studied in the rest of this section.
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1st and 2nd order phase transitions

The phase transition starts at T = Tc by tunnelling. The chronology of the phase transition is

At  - only the solution   exists.T > T1 ϕ = 0

At  - a local inflection point appears for at .T = T1 ϕ = 3ET1/(2λ(T1))

At  - both solutions exist and there is a minimum and a maximum away from the 
origin.  

T < T1 (T > Tc)

In this case a barrier is formed and the phase transition proceeds via tunnelling. There is an energy 
barrier to overcome - first order phase transition.

At  - we have two minima one at the origin and another one at a value  . 
There is also a maximum. 

T = Tc ϕ = 2ETc /λ(Tc)

At  - the barrier disappears and and the origin becomes a maximum.T = T0
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Phase transitions
Symmetry 2020, 12, 733 4 of 24

Figure 1. Two types of phase transitions. (Upper) Case of the first-order phase transition; shapes of
the effective potential at T > TC, T = TC and T < TC [left panel] and the temperature evolution of the
VEV of scalar [right panel]. (Lower) Counterparts in the case of the second-order phase transition.

Before we discuss EWPT, we consider the f4 theory in order to see the symmetry behavior at
high-T. The Lagrangian is given by

L =
1
2

∂µ j∂µ j � V0(j), V0(j) = �
m2

2
j2 +

l

4!
j4, (7)

where l > 0 and m2
> 0. This model has the Z2 symmetry, j ! �j, but it is spontaneously

broken because of the �m2 term. The field-dependent scalar mass is derived by m̄2 = ∂2V0/∂j2 =
�m2 + lj2/2. The one-loop effective potential in the MS scheme takes the form

V1(j; T) =
m̄4

64p2

✓
ln

m̄2

µ̄2 �
3
2

◆
+

T4

2p2 IB(a2), (8)

where µ̄2 = 4pe�gE µ2 with gE being the Euler constant. Combining this with V0(j), one finds

Veff(j; T) = V0(j) + V1(j; T)

' �
p2T4

90
+

1
2

✓
�m2 +

l

24
T2

◆
j2

�
T

12p
(m̄2)3/2 +

l

4!
j4 +

m̄4

64p2

✓
ln

T2

µ̄2 + 2cB

◆
, (9)

where cB = ln aB/2 and HTE is used in the second line. One can find that the Z2 symmetry can be
restored at high temperature due to the positive contribution of the O(T2) term. Presence of the (m̄2)3/2



Sakharov conditions for baryogenesis ask for a SFOPT (EW) in the course of the thermal evolution of 
the Universe to prevent dilution of the generated baryon asymmetry. 


In a SFOPT the universe changes from a symmetric (metastable high energy) phase to a broken  phase 
through the nucleation of bubbles of the broken phase. 

For a vacuum transition the bubbles nucleate 
through quantum tunnelling, and during expansion 
the bubble wall travels at close to the speed of 

light. 


The bubble collisions are an extremely violent 
process that may give rise to gravitational waves. 


GW may be detectable by future space based 
gravitational wave observatories such as LISA, 

and if so would be able to tell us about the 
conditions in the early universe.
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Transition from the false to the true vacuum proceeds via thermal tunnelling at finite temperature. We 
describe it as the formation of bubbles of the broken phase in the sea of the symmetric phase. After 
that the bubbles spread throughout the universe converting false vacuum into true one. It happens after 
the critical temperature (meaning at a lower temperature).

The rate of bubble nucleation (more later) is given by 

̂S3( ̂ϕ, T ) = 4π∫
∞

0
dr r2 1

2 ( d ̂ϕ
dr )

2

+ Veff( ̂ϕ, T ) ,

Γ(T ) = A(T )e− ̂S3/T

Where A(T) is roughly proportional to  and  is the O(3) symmetric Euclidian action,T4 ̂S3/T

With  being the field VEVs that follow the classical path ̂ϕ

d2 ̂ϕ
dr2

+
2
r

d ̂ϕ
dr

=
Veff

d ̂ϕ
̂ϕ(r) |r→∞ = 0;

d ̂ϕ
dr r→0

= 0with the boundary conditions
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The rate of bubble nucleation depends on the 3-action below. We take  outside the bubble  ϕ = 0

̂S3( ̂ϕ, T ) = 4π∫
R

0
dr r2 1

2 ( d ̂ϕ
dr )

2

+ Veff( ̂ϕ, T ) ,

There are two contributions: a surface term FS , coming from the derivative term, and a volume term FV , 
coming from the second term. They scale like

48R. Santos, METFOG, 2023

̂S3( ̂ϕ, T ) ∼ 2πR2 ( δ ̂ϕ
δR )

2

δR +
4πR3 < V >

3

Thermal tunnelling

For the scalar potential an analytic formula has been obtained without assuming the thin wall 
approximation. It is given by, 

dφ

dr

∣∣∣∣
r=0

= 0 (238)

From here on we will follow the discussion in Ref. 12. Let us take φ = 0
outside a bubble. Then (235), which is also the surplus free energy of a true
vacuum bubble, can be written as

S3 = 4π

∫ R

0
r2dr

[
1

2

(
dφ

dr

)2

+ V (φ(r), T )

]

(239)

where R is the bubble radius. There are two contributions to (239): a surface
term FS , coming from the derivative term in (239), and a volume term FV ,
coming from the second term in (239). They scale like,

S3 ∼ 2πR2

(
δφ

δR

)2

δR +
4πR3〈V 〉

3
(240)

where δR is the thickness of the bubble wall, δφ = φm and 〈V 〉 is the average
of the potential inside the bubble.

For temperatures just below Tc, the height of the barrier V (φM , T ) is large
compared to the depth of the potential at the minimum, −V (φm, T ). In that
case, the solution of minimal action corresponds to minimizing the contribution
to FV coming from the region φ = φM . This amounts to a very small bubble
wall δR/R % 1 and so a very quick change of the field from φ = 0 outside the
bubble to φ = φm inside the bubble. Therefore, the first formed bubbles after
Tc are thin wall bubbles.

Subsequently, when the temperature drops towards To the height of the
barrier V (φM , T ) becomes small as compared with the depth of the potential at
the minimum −V (φm, T ). In that case the contribution to FV from the region
φ = φM is negligible, and the minimal action corresponds to minimizing the
surface term FS . This amounts to a configuration where δR is as large as
possible, i.e. δR/R = O(1): thick wall bubbles. So whether the phase
transition proceeds through thin or thick wall bubbles depends on how large
the bubble nucleation rate (233) is, or how small S3 is, before thick bubbles
are energetically favoured.

For the potential (223) an analytic formula has been obtained in Ref. 31

without assuming the thin wall approximation. It is given by,

S3

T
=

13.72

E2

[
D

(
1 −

T 2
o

T 2

)]3/2

f

[
λ(T )D

E2

(
1 −

T 2
o

T 2

)]
(241)
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f(x) = 1 +
x

4

[
1 +

2.4

1 − x
+

0.26

(1 − x)2

]
(242)

The case of two fields is extremely more complicated. In particular the two-
Higgs situation in the supersymmetric standard theory has been recently solved
in Ref. 38. The connection between zero temperature and finite temperature
tunneling is manifest. In particular at temperatures much less than the inverse
radius the (T = 0) O(4) solution has the least action. This can happen for
theories with a supercooled symmetric phase: for instance in the presence of
a barrier that does not disappear when the temperature drops to zero. At
temperatures much larger than the inverse radius, the O(3) solution has the
least action.

4.3 Bubble nucleation

In the previous subsection we have established the free energy and the critical
radius of a bubble large enough to grow after formation. The subsequent
progress of the phase transition depends on the ratio of the rate of production
of bubbles of true vacuum, as given by (233), over the expansion rate of the
universe. For example if the former remains always smaller than the latter,
then the state will be trapped in the supercooled false vacuum. Otherwise the
phase transition will start at some temperature Tt by bubble nucleation.
The probability of bubble formation per unit time per unit volume is given by
(233) where B(T ) = S3(T )/T , A(T ) = ωT 4, where the parameter ω will be
taken of O(1).

Since the progress of the phase transition should depend on the expansion
rate of the universe, we have to describe the universe at temperatures close to
the electroweak phase transition. A homogeneous and isotropic (flat) universe
is described by a Robertson-Walker metric which, in comoving coordinates, is
given by ds2 = dt2 − a(t)2

(
dr2 + r2dΩ2

)
, where a(t) is the scale factor of the

universe. The universe expansion is governed by the equation
(

ȧ

a

)2

=
8π

3M2
P !

ρ (243)

where MP ! is the Planck mass, and ρ is the energy density. For temperatures
T ∼ 102 GeV the universe is radiation dominated, and its energy density is
given by,

ρ =
π2

30
g(T )T 4 (244)

where g(T ) = gB(T ) + 7
8gF (T ), and gB(T ) (gF (T )) is the effective number of

bosonic (fermionic) degrees of freedom at the temperature T . For the stan-
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Figure 13: Potentials (left) corresponding to thin-walled (red) and thick-walled (blue) bubbles
(right).

for the period fl ƒ R where friction is negligible is in fact the bounce for this one-dimensional
action. Thus in total,

SE ƒ Sd≠1R
d≠1S1 ≠ VdR

d‘, (3.46)
where R remains unknown.19 The terms may be interpreted as a competition between tension
in the bubble wall — bubble surface area multiplied by surface energy density, S1 — and the
outward pressure of the bubble interior — the bubble volume multiplied by energy density
di�erence between the true and false vacuum, ‘. By least action, we find the bubble radius

R = S1

‘

d ≠ 1
d

Sd≠1

Vd

= (d ≠ 1)S1

‘
, (3.47)

where we used the recurrence relation Sn≠1 = nVn in the final equality, and so

SE = (d ≠ 1)d≠1
VdSd

1
‘d≠1 (3.48)

such that action diverges with thinness, as anticipated. E.g., for d = 4 dimensions,

R = 3S1/‘ and SE = 27fi2S4
1/(2‘3), (3.49)

where we used V4 = fi2/2.
For a specific problem of the form Eq. (3.40) such as

V+(„) = ⁄

8 („2
≠ a2)2, (3.50)

it still remains to compute the one-dimensional action and the profile around fl ¥ R. The latter
may be computed neglecting friction in the bounce equation (Eq. (3.33)) and the ‘-dependent
parts of the potential, so depends on neither ‘ nor dimension. In the case Eq. (3.50), ref. [100]
gives the one-dimensional solution,

S1 = a3
Ô
⁄

3 and „1(fl ≠ R) = a tanh
Ë
a
Ô

⁄(fl ≠ R)/2
È
, (3.51)

and the solutions for d = 4 and d = 3 are

S4 = 8fi2a12⁄2

3‘3 and S3 = 128fia9⁄3/2

81‘2 . (3.52)

19There is a typo in the equivalent Eq. (4.15) in ref. [100]: there should be a factor of 2 in front of the second
term.
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Now we have the critical radius of a bubble large enough to grow after formation. If the phase transition 
is completed or not, depends on the ratio of the rate of production of bubbles of true vacuum, over the 
expansion rate of the universe. 


The phase transition will start at some temperature  (the nucleation temperature) by bubble nucleation. 
The probability of bubble formation per unit time and per unit volume is given by

Tn

A(T ) ≈ ωT4
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Bubble nucleation

4.2 Thermal tunneling

The transition from the false to the true vacuum proceeds via thermal tun-
neling at finite temperature. It can be understood in terms of formation of
bubbles of the broken phase in the sea of the symmetric phase. Once this has
happened, the bubble spreads throughout the universe converting false vacuum
into true one.

The tunneling rate32,33,34 is computed by using the rules of field theory at
finite temperature 35. In the previous section we defined the critical tempera-
ture Tc as the temperature at which the two minima of the potential V (φ, T )
have the same depth. However, tunneling with formation of bubbles of the
field φ corresponding to the second minimum starts somewhat later, and goes
sufficiently fast to fill the universe with bubbles of the new phase only at some
lower temperature Tt when the corresponding euclidean action SE = S3/T
suppressing the tunneling becomes O(130 − 140) 36,37,12, as we will see in the
next section.

We will use as prototype the potential of Eq. (223) which can trigger,
as we showed in this section, a first order phase transition. In this case the
false minimum is φ = 0, and the value of the potential at the origin is zero,
V (0, T ) = 0. The tunneling probability per unit time per unit volume is given
by 35

Γ

ν
∼ A(T )e−S3/T (233)

In (233) the prefactor A(T ) is roughly of O(T 4) while S3 is the three-dimensional
euclidean action defined as

S3 =

∫
d3x

[
1

2

(
#∇φ
)2

+ V (φ, T )

]
. (234)

At very high temperature the bounce solution has O(3) symmetry 35 and
the euclidean action is then simplified to,

S3 = 4π

∫ ∞

0
r2dr

[
1

2

(
dφ

dr

)2

+ V (φ(r), T )

]

(235)

where r2 = #x 2, and the euclidean equation of motion yields,

d2φ

dr2
+

2

r

dφ

dr
= V ′(φ, T ) (236)

with the boundary conditions

lim
r→∞

φ(r) = 0 (237)
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where w is taken to be of order 1. 
A homogeneous and isotropic (flat) universe is described by a Robertson-Walker metric where a(t) is the 
scale factor of the universe. The universe expansion is governed by the equation 

f(x) = 1 +
x

4

[
1 +

2.4

1 − x
+

0.26

(1 − x)2

]
(242)

The case of two fields is extremely more complicated. In particular the two-
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radius the (T = 0) O(4) solution has the least action. This can happen for
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a barrier that does not disappear when the temperature drops to zero. At
temperatures much larger than the inverse radius, the O(3) solution has the
least action.
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progress of the phase transition depends on the ratio of the rate of production
of bubbles of true vacuum, as given by (233), over the expansion rate of the
universe. For example if the former remains always smaller than the latter,
then the state will be trapped in the supercooled false vacuum. Otherwise the
phase transition will start at some temperature Tt by bubble nucleation.
The probability of bubble formation per unit time per unit volume is given by
(233) where B(T ) = S3(T )/T , A(T ) = ωT 4, where the parameter ω will be
taken of O(1).

Since the progress of the phase transition should depend on the expansion
rate of the universe, we have to describe the universe at temperatures close to
the electroweak phase transition. A homogeneous and isotropic (flat) universe
is described by a Robertson-Walker metric which, in comoving coordinates, is
given by ds2 = dt2 − a(t)2

(
dr2 + r2dΩ2

)
, where a(t) is the scale factor of the

universe. The universe expansion is governed by the equation
(

ȧ

a

)2

=
8π

3M2
P !

ρ (243)

where MP ! is the Planck mass, and ρ is the energy density. For temperatures
T ∼ 102 GeV the universe is radiation dominated, and its energy density is
given by,

ρ =
π2

30
g(T )T 4 (244)

where g(T ) = gB(T ) + 7
8gF (T ), and gB(T ) (gF (T )) is the effective number of

bosonic (fermionic) degrees of freedom at the temperature T . For the stan-
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where MPl is the Planck mass, and ρ is the energy density. For temperatures T ∼ 102 GeV the universe is 
radiation dominated, and its energy density is given by

f(x) = 1 +
x

4

[
1 +

2.4

1 − x
+

0.26

(1 − x)2

]
(242)

The case of two fields is extremely more complicated. In particular the two-
Higgs situation in the supersymmetric standard theory has been recently solved
in Ref. 38. The connection between zero temperature and finite temperature
tunneling is manifest. In particular at temperatures much less than the inverse
radius the (T = 0) O(4) solution has the least action. This can happen for
theories with a supercooled symmetric phase: for instance in the presence of
a barrier that does not disappear when the temperature drops to zero. At
temperatures much larger than the inverse radius, the O(3) solution has the
least action.

4.3 Bubble nucleation

In the previous subsection we have established the free energy and the critical
radius of a bubble large enough to grow after formation. The subsequent
progress of the phase transition depends on the ratio of the rate of production
of bubbles of true vacuum, as given by (233), over the expansion rate of the
universe. For example if the former remains always smaller than the latter,
then the state will be trapped in the supercooled false vacuum. Otherwise the
phase transition will start at some temperature Tt by bubble nucleation.
The probability of bubble formation per unit time per unit volume is given by
(233) where B(T ) = S3(T )/T , A(T ) = ωT 4, where the parameter ω will be
taken of O(1).

Since the progress of the phase transition should depend on the expansion
rate of the universe, we have to describe the universe at temperatures close to
the electroweak phase transition. A homogeneous and isotropic (flat) universe
is described by a Robertson-Walker metric which, in comoving coordinates, is
given by ds2 = dt2 − a(t)2

(
dr2 + r2dΩ2

)
, where a(t) is the scale factor of the

universe. The universe expansion is governed by the equation
(
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a

)2

=
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3M2
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where MP ! is the Planck mass, and ρ is the energy density. For temperatures
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8gF (T ), and gB(T ) (gF (T )) is the effective number of

bosonic (fermionic) degrees of freedom at the temperature T . For the stan-
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where where g(T) is the effective degrees of freedom.



The onset of nucleation happens at a temperature   such that the probability for a single bubble to be 
nucleated within one horizon volume is


Tn
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And this implies numerically that

dard model we have gSM = 106.75 which can be considered as temperature
independent.

The equation of motion (243) can be solved, and assuming an adiabatic
expansion of the universe, a(T1)T1 = a(T2)T2, one obtains the following rela-
tionship,

t = ζ
MP !

T 2
(245)

where ζ =
1

4π

√
45

πg
∼ 3 × 10−2. Using (245) the horizon volume is given by

VH(t) = 8ζ3 M3
P !

T 6
(246)

The onset of nucleation happens at a temperature Tt such that the prob-
ability for a single bubble to be nucleated within one horizon volume
is ∼ 1, i.e. 38

∫ ∞

Tt

dT

T

(
2ζMPl

T

)4

exp{−S3(T )/T } = O(1) . (247)

which implies numerically,

B(Tt) ∼ 137 + log
102E2

λD
+ 4 log

100 GeV

Tt
(248)

where we have normalized Tt ∼ 100 GeV and E2/(λD) ∼ 10−2 which are
typical values which will be obtained in the standard model of electroweak
interactions.

5 Baryogenesis at phase transitions

There are two essential problems to be understood related with the baryon
number of the universe:

i) There is no evidence of antimatter in the universe. In fact, there is no
antimatter in the solar system, and only p in cosmic rays. However antiprotons
can be produced as secondaries in collisions (pp → 3p + p) at a rate similar

to the observed one. Numerically,
np

np
∼ 3 × 10−4, and

n4He

n4He

∼ 10−5. We can

conclude that nB % nB, so n∆B ≡ nB − nB ∼ nB.
ii) The second problem is to understand the origin of

η ≡
nB

nγ
∼ (0.3 − 1.0) × 10−9 (249)
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The case of two fields is extremely more complicated. In particular the two-
Higgs situation in the supersymmetric standard theory has been recently solved
in Ref. 38. The connection between zero temperature and finite temperature
tunneling is manifest. In particular at temperatures much less than the inverse
radius the (T = 0) O(4) solution has the least action. This can happen for
theories with a supercooled symmetric phase: for instance in the presence of
a barrier that does not disappear when the temperature drops to zero. At
temperatures much larger than the inverse radius, the O(3) solution has the
least action.

4.3 Bubble nucleation

In the previous subsection we have established the free energy and the critical
radius of a bubble large enough to grow after formation. The subsequent
progress of the phase transition depends on the ratio of the rate of production
of bubbles of true vacuum, as given by (233), over the expansion rate of the
universe. For example if the former remains always smaller than the latter,
then the state will be trapped in the supercooled false vacuum. Otherwise the
phase transition will start at some temperature Tt by bubble nucleation.
The probability of bubble formation per unit time per unit volume is given by
(233) where B(T ) = S3(T )/T , A(T ) = ωT 4, where the parameter ω will be
taken of O(1).

Since the progress of the phase transition should depend on the expansion
rate of the universe, we have to describe the universe at temperatures close to
the electroweak phase transition. A homogeneous and isotropic (flat) universe
is described by a Robertson-Walker metric which, in comoving coordinates, is
given by ds2 = dt2 − a(t)2

(
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, where a(t) is the scale factor of the

universe. The universe expansion is governed by the equation
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where MP ! is the Planck mass, and ρ is the energy density. For temperatures
T ∼ 102 GeV the universe is radiation dominated, and its energy density is
given by,
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8gF (T ), and gB(T ) (gF (T )) is the effective number of
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Giving the nucleation temperature.



P(T ) = e−I(T ), I(T ) =
4πv3

b

3 ∫
Tc

T

Γ(T′￼)dT′￼
T ′￼4H(T′￼) (∫

T′￼

T

dT̃
H(T̃ ) )

3

,

Γ(Tn)
H4(Tn)

= 1

Critical Temperature -  - The potential has two degenerate minima and, consequently, the transition 
from the false vacuum to the true vacuum begins via quantum tunnelling.

Tc

Nucleation Temperature -  - The temperature at which the tunnelling decay rate matches the Hubble 
rate.

Tn

Percolation Temperature -  - Temperature at which at least 34% of the false vacuum has tunnelled into 
the true vacuum or, equivalently, the probability of finding a point still in the false vacuum is 70%.

T*

To find the percolation temperature one needs to solve . Note thatI(T*) = 0.34

T* < Tn < Tc
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Now write a bound on the Higgs mass and comment.
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The curvature of the finite temperature potential (219) is now T -dependent,

m2(φ, T ) = 3λφ2 + 2D(T 2 − T 2
o ) (220)

and its stationary points, i.e. solutions to dV (φ, T )/dφ = 0, given by,

φ(T ) = 0

and (221)

φ(T ) =

√
2D(T 2

o − T 2)

λ(T )

Therefore the critical temperature is given by To. At T > To, m2(0, T ) > 0
and the origin φ = 0 is a minimum. At the same time only the solution φ = 0
in (221) does exist. At T = To, m2(0, To) = 0 and both solutions in (221)
collapse at φ = 0. The potential (219) becomes,

V (φ, To) =
λ(To)

4
φ4 (222)

At T < To, m2(0, T ) < 0 and the origin becomes a maximum. Simultaneously,
the solution φ(T ) "= 0 does appear in (221). This phase transition is called of
second order, because there is no barrier between the symmetric and broken
phases. Actually, when the broken phase is formed, the origin (symmetric
phase) becomes a maximum. The phase transition may be achieved by a
thermal fluctuation for a field located at the origin.

However, in many interesting theories there is a barrier between the sym-
metric and broken phases. This is characteristic of first order phase transi-
tions. A typical example is provided by the potential h,

V (φ, T ) = D(T 2 − T 2
o )φ2 − ETφ3 +

λ(T )

4
φ4 (223)

where, as before, D, T0 and E are T independent coefficients, and λ is a slowly
varying T -dependent function. Notice that the difference between (223) and
(219) is the cubic term with coefficient E. This term can be provided by the
contribution to the effective potential of bosonic fields (174). The behaviour
of (223) for the different temperatures is reviewed in Refs.12,31. At T > T1 the
only minimum is at φ = 0. At T = T1

T 2
1 =

8λ(T1)DT 2
o

8λ(T1)D − 9E2
(224)

hSee, e.g. the one-loop effective potential for the Standard Model, Eq. (90).
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a local minimum at φ(T ) != 0 appears as an inflection point. The value of the
field φ at T = T1 is,

〈φ(T1)〉 =
3ET1

2λ(T1)
(225)

A barrier between the latter and the minimum at φ = 0 starts to develop at
lower temperatures. Then the point (225) splits into a maximum

φM (T ) =
3ET

2λ(T )
−

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (226)

and a local minimum

φm(T ) =
3ET

2λ(T )
+

1

2λ(T )

√
9E2T 2 − 8λ(T )D(T 2 − T 2

o ) (227)

At a given temperature T = Tc

T 2
c =

λ(Tc)DT 2
o

λ(Tc)D − E2
(228)

the origin and the minimum (227) become degenerate. From (226) and (227)
we find that

φM (Tc) =
ETc

λ(Tc)
(229)

and

φm(Tc) =
2ETc

λ(Tc)
(230)

For T < Tc the minimum at φ = 0 becomes metastable and the minimum
at φm(T ) != 0 becomes the global one. At T = To the barrier disappears, the
origin becomes a maximum

φM (To) = 0 (231)

and the second minimum becomes equal to

φm(To) =
3ETo

λ(To)
(232)

The phase transition starts at T = Tc by tunneling. However, if the barrier is
high enough the tunneling effect is very small and the phase transition does
effectively start at a temperature Tc > Tt > To. In some models To can be
equal to zero. The details of the phase transition depend therefore on the
process of tunneling from the false to the global minimum. These details will
be studied in the rest of this section.
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The bounds (269) and (270) can be translated into bounds on φ(Tc)/Tc.
Using the relation (264) we can write

φ(Tc)

Tc
=

g

4πB

Esph(Tc)

Tc
∼

1

36

Esph(Tc)

Tc
(271)

where we have used the previous values of the parameters. The bound (269)
translates into

φ(Tc)

Tc

>
∼ 1.3 (272)

while the bound (270) translates into,

φ(Tc)

Tc

>
∼ 1.0 (273)

These bounds, Eqs. (272) and (269), require that the phase transition is
strong enough first order. In fact for a second order phase transition, φ(Tc) " 0
and any previously generated baryon asymmetry would be washed out during
the phase transition. For the case of the Standard Model the previous bounds
translate into a bound on the Higgs mass, as we will see.

6 On the validity of the perturbative expansion

The approach of Ref. 16 to the finite temperature effective potential relied
on the observation that symmetry restoration implies that ordinary
perturbation theory must break down at high temperature. In fact,
otherwise perturbation theory should hold and, since the tree level potential is
temperature independent, radiative corrections (which are temperature depen-
dent) should be unable to restore the symmetry. We will see that the failure
of perturbative expansion is intimately linked to the appearance of infrared
divergences for the zero Matsubara modes of bosonic degrees of freedom. This
just means that the usual perturbative expansion in powers of the coupling
constant fails at temperatures beyond the critical temperature. It has to be
replaced by an improved perturbative expansion where an infinite number of
diagrams are resummed at each order in the new expansion. We will review
the actual situation in this section.

6.1 The breakdown of perturbative expansion

We will examine the simplest model of one self-interacting real scalar field,
described by a lagrangian with a squared-mass term, m2 and a quartic cou-
pling λ. We will use now power counting arguments to investigate the high
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We already discussed the T-dependent potential for the SM written as

Using Eqs. (198) and (211) one can easily see that the finite-temperature
part of the one-loop effective potential can be written as,

∆V (1)(φc, T ) =
T 4

2π2




∑

i=W,Z

niJB[m2
i (φc)/T 2] + ntJF [m2

t (φc)/T 2]



 (212)

where the function JB and JF where defined in Eqs. (173) and (199), respec-
tively.

Using now the high temperature expansions (174) and (200), and the one
loop effective potential at zero temperature, Eq. (90), one can write the total
potential as,

V (φc, T ) = D(T 2 − T 2
o )φ2

c − ETφ3
c +

λ(T )

4
φ4

c (213)

where the coefficients are given by

D =
2m2

W + m2
Z + 2m2

t

8v2
(214)

E =
2m3

W + m3
Z

4πv3
(215)

T 2
o =

m2
h − 8Bv2

4D
(216)

B =
3

64π2v4

(
2m4

W + m4
Z − 4m4

t

)
(217)

λ(T ) = λ−
3

16π2v4

(
2m4

W log
m2

W

ABT 2
+ m4

Z log
m2

Z

ABT 2
− 4m4

t log
m2

t

AF T 2

)

(218)
where log AB = log ab − 3/2 and log AF = log aF − 3/2, and aB, aF are
given in (174) and (200). All the masses which appear in the definition of the
coefficients, Eqs. (214) to (218), are the physical masses, i.e. the masses at the
zero temperature minimum. The peculiar form of the potential, as given by
Eq. (213), will be useful to study the associated phase transition, as we will
see in subsequent sections.

4 Cosmological phase transitions

All cosmological applications of field theories are based on the theory of phase
transitions at finite temperature, that we will briefly describe throughout this
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We also know that the minimum is at

The relation between the Higgs mass, the VEV, and the quartic coupling is .  For the 
1st order phase transition to be strong we need that 

m2
h = 2λv2



• Scenario 1 - SM + Complex singlet - only the doublet acquires a VEV, φσ(T = 0) = 0. At finite 
temperatures though, the real part may fluctuate around a non-zero φσ(T). Two possible dark 
matter (DM) candidates. One was always a DM particle since the beginning of the Universe while 
the other, for certain none zero temperatures, featured a temperature dependent mixing with 
the neutral component from the doublet, vanishing as T → 0. Interaction between the dark 
sector and the SM only via the quartic portal coupling.


• Scenario 2 - SM + Complex singlet - both the doublet and the real component of the gauge 
singlet acquire VEVs at T = 0, that is, φh,σ(T = 0) ≡ vh,σ. One of the CP-even scalar states is 
identified with the SM-like Higgs boson with a mass of 125 GeV. The second scalar, that mixes 
with the SM-like Higgs boson, can be either heavier or lighter than the 125 GeV Higgs boson 
candidate in this case. The soft breaking term in the potential explicitly breaks U(1)L → Z2 

providing a pseudo-Goldstone mass to the imaginary part of the field σI. 
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𝒱0(Φ, σ) = μ2
ΦΦ†Φ + λΦ(Φ†Φ)2 + μ2

σσ†σ + λσ(σ†σ)2 + λΦσΦ†Φσ†σ + ( 1
2

μ2
bσ2 + h . c . ) ,

• Scenario 1 and 2 - the tree-level Higgs potential is the same for all 3 scenarios


Φ =
1

2 ( G + iG′￼
ϕh + h + iη) , σ =

1

2
(ϕσ + σR + iσI) ,

In scenario 1 at zero temperature the mass spectrum is

zero temperatures, featured a temperature dependent mixing with the neutral component
from the doublet, vanishing as T ! 0. The U(1)L ! Z2 soft breaking term in Eq. (1)
provides a pseudo-Goldstone mass to the imaginary part of the EW singlet field.

• Scenario 2 – in this case both the doublet and the real component of the gauge singlet
acquire VEVs at T = 0, that is, �h,�(T = 0) ⌘ vh,�. One of the CP-even scalar states
is identified with the SM-like Higgs boson with a mass of 125 GeV. The second scalar,
that mixes with the SM-like Higgs boson, can be either heavier or lighter than the 125
GeV Higgs boson candidate in this case. The soft breaking term in the potential explicitly
breaks U(1)L ! Z2 providing a pseudo-Goldstone mass to the imaginary part of the field
�I known in many contexts as a Majoron.

• Scenario 3 – From the point of view of this work, Scenario 3 can be seen as an extension
of Scenario 2. The scalar potential is exactly the same but right-handed neutrinos are
introduced in the context of an inverse seesaw mechanism. The details of the Majoron
model as well as its constraints are discussed in Refs. [12–15].

Let us now describe the first two scenarios in more detail. We first note that such scenarios
are just two di↵erent phases of the same potential at zero temperature. This means that there
are conditions that are the same in both cases. The conditions for the potential to be bounded
from below read

�� > 0, �� > 0, ��� > �2
p
���� , (3)

and will be imposed in our numerical calculations. Also, in our analysis we impose a conservative
perturbativity bound on the quartic couplings, ���,�� < 2⇡.

In scenario 1, the mass spectrum at zero temperature is just the one of the SM with two new
dark scalars. The SM-like Higgs boson has a mass, mh ' 125 GeV and emerges entirely from
the doublet. This in turn also means that the Higgs couplings to the remaining SM particles
are not modified. The DM candidates only couple to the Higgs boson via the portal coupling
��� which can be constrained by measurements of the invisible Higgs decay as well as by direct
and indirect DM detection data. In the scalar sector the mass spectrum is given by

m
2

h
= 2��v

2

h
, m

2
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2

� + µ
2
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+
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2
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, (4)

for the SM Higgs boson and for the two DM candidates, D1 and D2, respectively. Which of
these two is the stable one at zero temperature depends on sign of µ2

b
parameter. Indeed,

m
2

D2 � m
2

D1 = �2µ2

b
, (5)

which means that D2 is the DM particle if µ2

b
> 0, while D1 is the DM candidate if µ2

b
< 0. In

practice, it may be possible to consider also a scenario with one stable and one metastable DM
candidates.

In scenario 2, the main di↵erence is in the particle spectrum. Now the CP-even component
of the singlet mixes with the CP-even component from the doublet and only one DM candidate
remains. The masses of the CP-even states can be written as

m
2

h1,h2
= ��v

2

h
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� ⌥
��v

2
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2
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practice, it may be possible to consider also a scenario with one stable and one metastable DM
candidates.

In scenario 2, the main di↵erence is in the particle spectrum. Now the CP-even component
of the singlet mixes with the CP-even component from the doublet and only one DM candidate
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zero temperatures, featured a temperature dependent mixing with the neutral component
from the doublet, vanishing as T ! 0. The U(1)L ! Z2 soft breaking term in Eq. (1)
provides a pseudo-Goldstone mass to the imaginary part of the EW singlet field.

• Scenario 2 – in this case both the doublet and the real component of the gauge singlet
acquire VEVs at T = 0, that is, �h,�(T = 0) ⌘ vh,�. One of the CP-even scalar states
is identified with the SM-like Higgs boson with a mass of 125 GeV. The second scalar,
that mixes with the SM-like Higgs boson, can be either heavier or lighter than the 125
GeV Higgs boson candidate in this case. The soft breaking term in the potential explicitly
breaks U(1)L ! Z2 providing a pseudo-Goldstone mass to the imaginary part of the field
�I known in many contexts as a Majoron.

• Scenario 3 – From the point of view of this work, Scenario 3 can be seen as an extension
of Scenario 2. The scalar potential is exactly the same but right-handed neutrinos are
introduced in the context of an inverse seesaw mechanism. The details of the Majoron
model as well as its constraints are discussed in Refs. [12–15].

Let us now describe the first two scenarios in more detail. We first note that such scenarios
are just two di↵erent phases of the same potential at zero temperature. This means that there
are conditions that are the same in both cases. The conditions for the potential to be bounded
from below read

�� > 0, �� > 0, ��� > �2
p
���� , (3)

and will be imposed in our numerical calculations. Also, in our analysis we impose a conservative
perturbativity bound on the quartic couplings, ���,�� < 2⇡.
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the doublet. This in turn also means that the Higgs couplings to the remaining SM particles
are not modified. The DM candidates only couple to the Higgs boson via the portal coupling
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in terms of h-�R mixing angle ✓, while the the DM candidate gets a pseudo-Goldstone mass,

m
2

D ⌘ m
2

�I
= �2µ2

b
, µ

2

b
< 0 . (7)

Finally, scenario 3 is exactly the same as scenario 2 in what concerns the scalar sector and
the only di↵erence resides in the fermion content of the model. In particular, three families of
right-handed neutrinos ⌫

c

1,2,3
carrying lepton number L(⌫c) = �1 and three families of singlet

fermions S1,2,3 with the opposite lepton number, i.e. L(S) = 1, are introduced such that one can
write two additional Yukawa interactions, one of them of the Dirac-like tying together the Higgs,
lepton doublets and right-handed neutrinos while the other coupling is of the Majorana-like and
ties the two singlet fermions with the complex singlet, Y�iSS� (for this reason, � is dubbed
Majoron in this model) which is invariant under the lepton number UL symmetry provided that
L(�) = �2. Note that as long as the singlet � develops a VEV, a Majorona mass term of the
form µiSiSi is induced, with

µi =
Y�i
p
2
v� , (8)

where, for simplicity of illustration, we assume a flavour diagonal basis. The lepton number
symmetry also allows a mass term of form Mi⌫

c

i
Si, which is also considered in our numerical

analysis. Since the singlet VEV is expected to be generated not far from the EW scale, the
model features a low-scale type-I seesaw mechanism.

3 Gravitational waves from FOPTs

In this section, we will define the physical quantities relevant for understanding the characteris-
tics of the GW signals originating from EW FOPTs in the early Universe. A detailed knowledge
of the e↵ective scalar potential at finite temperatures Ve↵(�↵;T ) is important in order to obtain
the key parameters of the primordial GWs power spectrum. To the one-loop order, the e↵ective
potential takes the form [16,17],

Ve↵(T ) = V0 + V
(1)

CW
+�V (T ) + Vct , (9)

in terms of V0 and V
(1)

CW
being the tree-level (classical) part and one loop Coleman-Weinberg

(CW) potential, respectively, and the counterterm potential Vct, while finite-temperature cor-
rections are denoted as �V (T ).

The one-loop zero-temperature e↵ective potential is given by the standard formula [18] (in
the MS scheme and in the Landau gauge)

V
(1)

CW
=

1

64⇡2

X

a

nam
4

a(h,�)


log

m
2
a(h,�)

µ2
� Ca

�
, (10)

where na counts the number of degrees of freedom and for a particle of spin sa is given by

na = (�1)2saQaNa(2sa + 1),

where Na stands for the number of colours and Qa = 1, 2 for neutral/charged particles. ma(h,�)
correspond to (tree-level) field-dependent masses.

4

In scenario 2 there is mixing between the two Higgs

with

and the 6 free parameters are chosen as the 125 GeV Higgs mass, the doublet VEV, the 2 DM 
particle masses and the two quartic couplings from the dark sector.

and the 6 free parameters are the 125 GeV Higgs, the doublet VEV, the mass of the new scalar, the 
mass of the DM particle, the singlet VEV and the mixing angle.
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Veff (T ) = V0 + V (1)
CW + Vct + ΔV

The 1-loop finite temperature potential is given by

Vct = δμ2
ΦΦ†Φ + δλΦ (Φ†Φ)2 + δμ2

σσ†σ + δλσ (σ†σ)2 + δλΦσΦ†Φσ†σ + ( 1
2

δμ2
bσ2 +  h.c. )

The counterterm potential is given by

⟨ ∂Vct

∂hi ⟩ = − ⟨
∂V (1)

CW

∂hi ⟩ , ⟨ ∂2Vct

∂hi∂hj ⟩ = − ⟨
∂2V (1)

CW

∂hi∂hj ⟩ .

The CT potential is introduced so that by applying the following renormalization conditions, the 
tadpole equations and mass terms are unchanged at 1-loop

ΔV(T ) =
T4

2π2 ∑
b

nbJB [ m2
i (ϕα)
T2 ] − ∑

f

nf JF [ m2
i (ϕα)
T2 ] ,

The temperature corrections are

where 𝑛𝑏 (𝑛𝑓) are the bosonic (fermionic) d.o.f. for each particle 𝑏 (𝑓) in the summation, and 𝑚𝑖 are the 
field dependent masses. 𝐽𝐵/𝐽 functions are the bosonic (fermionic) thermal integrals.

JB/F(y2) = ∫
∞

0
dx x2 log (1 ∓ exp[− x2 + y2])
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cσ =
1
3

λσ +
1
6

λΦσ ,

The  terms in the thermal expansion are modified by the inclusion of an all-order resummation 
procedure (so-called daisy diagrams). In practice, this is done by a correction to the tree-level 
potential mass terms given by 

T 2

While for scenarios 1 and 2 we have
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(19)

c� =
1

3
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1

6
��� , (20)

with g and g
0 the EW gauge couplings and yi the Yukawa coupling of the SM particle i, for

the case of scenario 3 the only relevant modification comes from the neutrino sector where c�

receives an additional contribution from the neutrino Yukawa couplings of the form

c� ! c� +
1
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6X
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Y
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. (21)

The longitudinal modes of the gauge bosons also receive thermal corrections which look like
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The counterterm Lagrangian Vct is given by
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Note that we only perform the renormalization of the potential parameters and leave the fields
untouched. The counterterms are fixed by imposing that the Coleman-Weinberg potential and
counterterm potential should not change the form of the minimum conditions and masses at
zero temperature [10, 23]
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With these conditions, the counterterms for the scalar singlet extension model in the conditions
of scenario 1 where � has no VEV at zero temperature, are given by,
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Note that we only perform the renormalization of the potential parameters and leave the fields
untouched. The counterterms are fixed by imposing that the Coleman-Weinberg potential and
counterterm potential should not change the form of the minimum conditions and masses at
zero temperature [10, 23]
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Note that we only perform the renormalization of the potential parameters and leave the fields
untouched. The counterterms are fixed by imposing that the Coleman-Weinberg potential and
counterterm potential should not change the form of the minimum conditions and masses at
zero temperature [10, 23]
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With these conditions, the counterterms for the scalar singlet extension model in the conditions
of scenario 1 where � has no VEV at zero temperature, are given by,
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Plus in scenario 3

and plus the following additions for the longitudinal modes of the gauge bosons
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α =
1
ργ

[Vi − Vf −
T*

4 ( ∂Vi

∂T
−

∂Vf

∂T )] ,

The strength of the phase transitions is related to the Latent Heat and given by

The inverse time scale of the transitions if given by (time of phase transition is ) β−1

β
H

= T*
∂

∂T (
̂S3

T )
T*

Δvϕ

T*
=

|v f
ϕ − vi

ϕ |

T*
, ϕ = h, σ

The order parameter of the phase transition is given by

The spectrum of the GW is given by

where 𝑓peak is proportional to the inverse of the mean bubble separation. 

h2ΩGW = h2Ωpeak
GW ( 4

7 )
−

7
2

( f
fpeak )

3

1 +
3
4 ( f

fpeak )
−

7
2

where  is the radiation density outside the bubble.ργ
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Gravitational waves



GWs are decoupled from the rest of matter and radiation components in the universe. GWs 
propagate freely in the early universe, immediately after they are generated. 


They carry information about the processes that produced them. We can access the state of the 
Universe at epochs and energy scales unreachable by any other means. 


Complementarity with the LHC or future particle colliders. 
From NASA LISA site

59

Gravitational waves and LISA

“LISA consists of three spacecraft that are separated 
by millions of miles. These spacecraft relay laser beams 
back and forth between the different spacecraft and the 
signals are combined to search for gravitational wave 
signatures that come from distortions of spacetime.”

“A bit like the objects moving on the surface of a pond produce ripples and waves, massive 
objects moving in space distort the fabric of spacetime and produce gravitational waves. Some 
of these gravitational wave events will cause the three LISA spacecraft to shift slightly with 
respect to each other, as they "ride the gravitational waves", to produce a characteristic 
pattern in the combined laser beam signal that depends on the location and physical properties 
of the source.”
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Relevant quantities

α =
1
ργ

[Vi − Vf −
T*

4 ( ∂Vi

∂T
−

∂Vf

∂T )] ,

The strength of the phase transitions is related to the Latent Heat and given by

The inverse time scale of the transitions if given by (time of phase transition is ) β−1

β
H

= T*
∂

∂T (
̂S3

T )
T*

Δvϕ

T*
=

|v f
ϕ − vi

ϕ |

T*
, ϕ = h, σ

The order parameter of the phase transition is given by

The spectrum of the GW is given by
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where  is the radiation density outside the bubble.ργ



THE END
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