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Análise de matrizes de dados com múltiplas partições

Sumário
A análise de matrizes de dados com múltiplas partições. O uso 
simultâneo de diferentes tipos de dados. “Gene trees” e “Species 
Trees”. Teste de hipótese e robustez.



Árvores de genes e de espécies podem contar histórias diferentes
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Incongruence
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Two phylogenies inferred from different genes 
can be incongruent for three reasons: 

(i) stochastic error, which results from the fact 
that, when a limited number of characters is 
available, a few positions biased by multiple 
substitutions (i.e. convergence or reversion) 
can, by chance, dominate and lead to an 
erroneous tree; 

(ii) the departure of the gene phylogeny from 
the species phylogeny, which can be due to 
undetected gene duplication (i.e. hidden 
paralogy), lineage sorting of multiple alleles, 
horizontal gene transfer or gene conversion; 

(iii) systematic error, which is due to the 
inaccuracy of the methods of tree 
reconstruction used.

Philipe and Telford 2006 TREE
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Incongruence - systematic errors 
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Philipe and Telford 2006 TREE

The known phenomena generating systematic errors can 
be classified into four main categories:

(i) variable nucleotide and/or amino-acid composition 
across taxa (i.e. the same nucleotide is 
independently acquired by distantly related species 
because the G+C content of their genomes is 
similar);

(ii) reduced number of possible amino acids at a given 
position (thereby increasing the probability of 
independent acquisition of the same nucleotide); 

(iii) variable evolutionary rate inside sites (i.e. 
heterotachy);

(iv) non-independence of positions owing to structural 
constraints. 
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Glossary
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Orthologous: homologous genes 
in two of more organisms that are 
related only by lineage splitting 
and not by gene duplication

Heterotachy: refers to the fact 
that the evolutionary rate of a 
given position varies throughout 
time. Fitch proposed the covarion 
model to explain this property.



Tests
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Homogeneity of base composition

Bootstrap
Parametric Bootstrap
Ultrafast Bootstrap Approximation
SH-aLRT 

LRT – Likelihood Ratio Test

Kishino-Hasegawa test (Kishino and Hasegawa 1989)

Shimodaira-Hasegawa test (Shimodaira and Hasegawa 1999)
AU test (Shimodaira, 2002) 

ILD test
Likelihood Heterogeneity Test 



Homogeneity of base composition 
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bootstrap
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bootstrap
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Three resample techniques are sometimes used to assess the robustness of branches 
within trees, nonparametric bootstrapping, jacknife and parametric bootstrapping. Only 
nonparametric bootstrapping, simply called bootstrapping, because it is widely used, is 
introduced here. The pseudoreplicate data sets are generated by randomly sampling 
with reposition the original character matrices of the same size as the original 
(Felsenstein 1985). The frequency with which a given branch is found upon analysis of 
these pseudoreplicate data sets is recorded as the bootstrapping proportion. These 
proportions are used to assess the reliability of individual branches in the optimal tree 
(Hillis et al. 1996b). 

There are two important caveats related with the bootstrap technique. The first one is 
that it assumes that each site is independent and that there is a single distribution of 
rate of evolutionary change across all sites, which, at least for mtDNA is not usually the 
case. The second caveat is that bootstrap results are usually summarised by a majority-
rule consensus tree, and if there are sequences that “float” over the trees, i.e., 
sequences that appear in several positions of the bootstrap trees, they lower the 
bootstrap value of those parts where they appear, and consequently otherwise robust 
parts become weakly supported. As a result of this, but not only this, it can 
underestimate branches with high support and overestimate the confidence of the ones 
with low support (Felsenstein 1985; Li & Zharkikh 1994; 1995). 
Finally it is important to realise that bootstrap values give an indication of the precision 
of the results, not of their accuracy. Wrong models can generate wrong trees but with 
robust bootstrap support.



Parametric bootstrap 
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UFBoot2 
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SH-aLRT 
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Approximate likelihood-ratio test relies on the Nonparametric 

Shimodaira-Hasegawa-like like procedure



The likelihood ratio test statistic (Huelsenbeck & Crandall 1997)

13Octávio S. Paulo – FEM 13

Models are of critical importance to estimate the rate of evolution, 
divergence time and to reconstruct phylogenetic trees, so several tests 
have been developed to assess the best hypotheses. The Likelihood ratio 
test (Muse & Weir 1992) is a versatile and powerful test used in 
phylogenetic analysis to test if a model is significantly better than an 
alternative model. Other tests can be used with the some purpose and in 
different circumstances, for instance the relative rate test (Sarich & 
Wilson 1967), but the overall performance of the likelihood ratio test 
seems to be similar or better than the others (Muse & Weir 1992; Tajima 
1993). 

The likelihood ratio test is commonly used in at least four different 
situations. 

1 -The first use, to test incongruence between data sets
2 - to test nested models, a particular case of which is to assess whether 
a molecular clock hypothesis adequately describes the data
3- to test the fit of a maximum likelihood model to the observed data
4- to compare different evolutionary tree topologies. 



The likelihood ratio test statistic (Huelsenbeck & Crandall 1997)
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max L0 (Null Model Data)]

= ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯

            max L1 (Alternative Model Data)]

 for practical reasons, the minus log likelihood is used and the statistic becomes:

- log  = log L1- log L0



The likelihood ratio test statistic (Huelsenbeck & Crandall 1997)
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Where L1 is the maximum likelihood of the alternative hypothesis, 
(the complex, parameter rich hypotheses) and L0 is the maximum 
likelihood of the null hypothesis (the simpler hypothesis). For 
nested models, when one of the models is a particular case of the 
other, obtained by constraining one or more parameters of the 
alternative hypothesis, -2log (the notation 2 is also common) 
approximates to a 2 distribution with degrees of freedom equal to 
the difference in the number of free parameters in the two 
models. 
The statistic becomes:

- 2log  = 2 =2(log Lgeneral- log Lnested )



Likelihood ratio test – molecular clock
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A particular case of the nested model is the test for the molecular clock 
hypothesis, which is equivalent to comparing the likelihood of an additive 
tree with the one of a nested ultrametric tree. If the sequences were 
evolving at similar rates an ultrametric tree would not be significantly 
different from an additive tree, but if the rates were different then an 
additive tree would be significantly better than the ultrametric one. The 
statistic is again 2 distributed with n-2 degrees of freedom, where n is 
the number of sequences, and it corresponds to the difference in the 
number of branch lengths that have to estimate in an additive and in an 
ultrametric tree. 
The statistic becomes:

2= 2(log Lno clock – log Lclock)



Tree topology tests
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Three main tree topology tests are used:
1.Kishino-Hasegawa(KH) test
2.Shimodaira–Hasegawa(SH) test
3.Approximately unbiased (AU) test
The KH test (Kishino and Hasegawa, 1989) was designed to 
test 2 trees and thus has no correction for multiple testing. 
This is solved in the SH test (Shimodaira and Hasegawa, 
1999). However, the SH test becomes too conservative when 
testing many trees. 
The AU test (Shimodaira, 2002) fixes this issue and is thus 
recommended as replacement for both KH and SH tests.



Kishino-Hasegawa test (Kishino and Hasegawa 1989)
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Shimodaira-Hasegawa test (Shimodaira and Hasegawa 1999)
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Shimodaira-Hasegawa test 
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Approximately Unbiased Test 
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Combine Data
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One of the most common questions in phylogenetic analysis is 
whether and how to combine different data sets or do a separate 
analysis for each one. Three general solutions have been adopted: 
total evidence, always combining the data sets (Kluge 1989); 
separate analysis, always analysing each data set and comparing 
the trees produced by each one, also called congruence or 
consensus approach; and conditional combination. The latter only 
combines data sets after testing them for data heterogeneity, 
whether differences among trees can be or not be explained by 
stochastic variation (Huelsenbeck et al. 1996a). If there is 
congruence between data sets then combining them would make 
the most use of the available information. Each of these approaches 
has its advantages and disadvantages, but conditional combinations 
are less based on philosophical assumptions and has a stronger 
rationality behind it.
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Supertree vs Supermatrix
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Genes rate heterogeneity
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Bevan et al. 2007 SysBiol

Traditionally, phylogenetic analyses over many genes combine data into 
a contiguous block. Under this concatenated model, all genes are 
assumed to evolve at the same rate. However, it is clear that genes 
evolve at very different rates and that accounting for this rate 
heterogeneity is important if we are to accurately infer phylogenies 
from heterogeneous multigene data sets. There remain open questions 
regarding how best to incorporate gene rate parameters into 
phylogenetic models and which properties of real data correlate with 
improved fit over the concatenated model. In this study, two methods 
of accounting for gene rate heterogeneity are compared: the n-
parameter method, which allows for each of the n gene partitions to 
have a gene rate parameter, and the a-parameter method, which fits a 
distribution to the gene rates. Results demonstrate that the n-
parameter method is both computationally faster and in general 
provides a better fit over the concatenated model than the a-parameter 
method. Furthermore, improved model fit over the concatenated model 
is highly correlated with the presence of a gene with a slow relative 
rate of evolution. [AIC; gene rates; phylogenetic integration; 
phylogenomics; rate heterogeneity]



Incongruence Length Difference ILD 

25Octávio S. Paulo – FEM 25

Two main tests have been proposed for conditional combination, the 
incongruence length difference (Mickevich & Farris 1981; Farris et 
al. 1995; Cunningham 1997b; 1997a) and the likelihood 
heterogeneity test (Huelsenbeck & Bull 1996).
The first test is based on the Mickevich-Farris index of incongruence 
among data sets, and the test statistic is simple: 

           n
I=Lc -  Li

i=1
Where Lc refers to the length of the most parsimonious tree from 
the combined analysis, and Li is the length of the most 
parsimonious tree on the i-th data set, out of a total of n data sets. 
The I value is then compared with the distribution of I values 
expected from chance alone. 



Likelihood Heterogeneity Test 
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The likelihood heterogeneity test is a likelihood ratio test where the 
first likelihood, the alternative hypothesis, is the one of the tree 
when different trees can underline each data partition, and the 
second, the null hypothesis, is the likelihood of the tree when the 
same trees are assumed to underlie all data partition, in spite of 
possible differences in evolution rates and parameter values. The 
null distribution is calculated using simulation and the significance 
of the log likelihood assessed.
If the results of the test are not significant, meaning differences 
between independent data sets trees were only due by chance, then 
combination analysis of the data set can be carried out.
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