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ABSTRACT: Compounds based on the HOC6H4C(O)R (R = H,
alkyl, OH, etc.) framework have provided excellent models to
investigate the complex interplay of structural and energetic effects
behind polymorphism and crystallization as a whole. In this work,
the polymorphic behavior of 4′-hydroxyvalerophenone (HVP, R =
C4H9) was experimentally and theoretically explored from a
holistic structural−energetics−dynamics perspective. The molec-
ular and crystal structures of two new forms (II and III) were
determined by single crystal X-ray diffraction. They share with the
previously known form I, and with analogous systems (R = H,
CH3) that do not contain a flexible R group, an infinite C1

1(8)
chain sustained by “head-to-tail” OH···OC hydrogen bonds as
the main one-dimensional (1D) packing motif. The molecular organization within the chain (“herringbone” type in form I and
planar in forms II and III) and the relative orientation of the CO and OH groups (Z in form I and E in forms II and III) are,
however, different. These differences are reflected by the thermodynamic and kinetic relationships between the three polymorphs.
Differential scanning calorimetry and microscopy experiments revealed that (i) the structurally very similar III/II pair is
enantiotropically related by a fast and reversible phase transition at 247.5 ± 0.4 K. (ii) In contrast, the form II → form I transition is
severely hindered, and, although form II is monotropic relative to form I, it can be observed to melt upon heating, or stored for days
at ambient pressure and temperature without signs of transformation to form I, unless subjected to a perturbation (e.g., scratching,
grinding). These findings are consistent with microscopy and molecular dynamics (MD) simulation results, suggesting that the III→
II transition occurs by a concerted displacement of the molecules in the crystal lattice, while the II → I process is compatible with a
diffusive nucleation and growth mechanism. It was also found that, despite being metastable, form II preferentially crystallizes from
the melt in accordance with Ostwald’s rule of stages. MD simulations indicated that this observation is most likely originated by the
fact that the structure of liquid HVP is much closer to form II than to form I. Finally, a thermodynamic analysis suggested that the
relative stability of the three HVP polymorphs, at 298 K, ranked in terms of Gibbs energy (I > II > III) does not follow the
corresponding lattice enthalpy trend (I > III > II). This stresses the importance of accounting for entropy contributions when
discussing polymorph stability.

■ INTRODUCTION
Polymorphism, the existence of different crystalline forms
originated from the same molecule, is a commonly observed
phenomenon in organic compounds.1−4 As a quick literature
search can show, the considerable interest in this area, already
emphasized in Joel Bernstein’s seminal book,1 is still very alive
and growing.5 This interest has been fostered by two main
driving forces: First, the control of polymorphism represents a
major problem for chemical sectors, such as dyes, agrochemicals,
or pharmaceuticals, that rely on the manufacture of products
with highly reproducible properties.1−4 Second, polymorphism

control requires a reasonable understanding of the complex

interplay of structural, thermodynamic, and kinetic factors

behind crystallization1,6,7 and polymorphic transformations.8−10
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This aspect is still poorly understood at the molecular scale and,
as such, constitutes also a challenge for fundamental
science.6,8−10

Polymorphism is difficult to control because the intermo-
lecular interactions sustaining a crystal structure are typically 1
order of magnitude (or more) weaker than the covalent bonds
responsible for the integrity of a molecule. Various packing
arrangements with very similar Gibbs energies are, therefore,
often accessible to a molecule in a crystallization process.
Although the structural unit remains the same, the packing
differences are frequently accompanied by changes in
physicochemical properties (e.g., color, hardness, melting
point, solubility, chemical reactivity), so that different
polymorphs are, in fact, different materials. Consequently, as
exemplified by various incidents in the pharmaceutical industry
(e.g., the Zantac, Ritonavir, and Avalide cases),1,11 the lack of
control over the selective crystallization of specific polymorphs
can have serious consequences in terms of manufacture,
patenting, and safe use of marketable products.1 An additional
complication is that under a given set of ambient conditions all
coexisting polymorphs will tend to evolve into the most
thermodynamically stable one. Thus, unless this conversion is
hindered by a sufficiently high kinetic barrier, changes in the
properties and performance of a product may also be observed as
time goes by.
The advent of high throughput crystallography allowed the

fast buildup of the Cambridge Database (CSD),12 which
emerged as a very powerful tool to analyze how changes in a
molecular framework may lead to different types of poly-
morphism.5 No equivalent compilation exists, however, for
thermodynamic and kinetic data, perhaps because phenomena
such asmetastability, oftenmake that information comparatively
more difficult to acquire experimentally and organize in a
database, with appropriate accuracy.13,14

Important theoretical advances in areas such as crystal
structure prediction15−20 and molecular dynamics simulations21

are helping to close this gap and uncover the thermodynamic
and kinetic factors that govern polymorph formation and
stability. Theoretical predictions still face, however, considerable
accuracy limitations,16−20 given the small energy differences that
separate most polymorphs and the difficulty in simulating
polymorphic transitions.21

Significant steps have also been taken in the experimental
front, such as the application of single-particle resolution video
microscopy to unveil phase-transition pathways in colloidal
crystals,22,23 or the real-time observation of the heterogeneous
nucleation of molecules from solution by atomic-resolution
transmission electron microscopy (AR-TEM).24 Colloidal
crystals are, however, still remote from true organic crystals,
since they consist of self-assembled structures of colloidal
particles (which are already supramolecular aggregates)
suspended in liquid media. Also, at present, the use of AR-
TEM to study dynamic processes in organic molecular solids is
hindered by the rapid decomposition of the samples under
electron irradiation.24 Thus, to the best of our knowledge, the
possibility of following solid−solid transitions in organic
materials, with enough spatial and temporal resolution to
evidence their underlying molecular processes, is still waiting for
new technological breakthroughs. It is, therefore, not surprising
that many solid−solid transition mechanisms have been
proposed (Mnyukh refers to more than 160 in his 2001 book,
p 13 and Appendix 1),10 although, most often, the trans-
formations are considered to follow either a diffusionless

(martensitic) pathway,25,26 involving concerted movements of
the molecules, or a diffusive nucleation and growth mecha-
nism,10 consisting in the formation of one or more stable nuclei
of the daughter phase, which feed on the mother phase to
propagate the transformation across the crystal. The existence of
true concerted diffusionless transitions is, however, still a matter
of debate.10,21,27−29

In this context, a combined experimental and theoretical
approach to polymorphism comprising structural, thermody-
namic, and kinetic perspectives, and relying on families of
compounds with systematic differences in molecular structure
seems particularly interesting for two main reasons: (i) to
provide experimental evidence of how specific alterations in a
molecular framework impact on packing patterns, stability
relationships, and dynamics of transformation between different
forms; (ii) to offer a series of sufficiently accurate experimental
data that can serve as benchmarks for the validation and
refinement of theoretical models used in the investigation of
polymorphism. This led us to embark on the study of the
HOC6H4C(O)R (R = H, n-alkyl) family, where the molecular
structures differ solely by the length of the R alkyl group chain,
and for which, at the outset (around 2007), no prior detection of
polymorphism had been reported, albeit individual structures
existed for R = H,30 CH3,

31 C3H7,
32 and C4H9.

33

A crystal engineering rationale suggested that, regardless of
the possible existence multiple crystal forms, a common
tendency toward a molecular packing based on one-dimensional
C1

1(8) chains sustained by a OH···OC hydrogen bond motif
should be expected for the whole family. This could indeed be
confirmed by the available data (R = H,30 CH3,

31 C3H7,
32 and

C4H9).
33 However, more subtle aspects such as the impact of

differences in molecular conformation (e.g., OH and CO groups
in E or Z conformation) and alkyl chain length, and flexibility, in
the conceivable formation of distinct polymorphs were not
predictable.
Since then, polymorphs have been isolated in a reproducible

way for 4′-hydroxybenzaldehyde (HBA, R = H, forms I30,34 and
II34,35) and 4′-hydroxyacetophenone (HAP, R = CH3, forms
I36,37 and II31,36−39). In all cases, the above-mentioned C1

1(8)
chain was found to be present. However, while in HBA, the
differences between polymorphs were merely due to adjust-
ments of packing architecture;34 in HAP changes in molecular
conformation (relative orientation of the OH and CO groups)
and number ofmolecules in the asymmetric unit also occurred.36

Characterization of the two systems in terms of stability domains
and dynamics of transformation showed that, despite the distinct
structural features behind polymorphism, in both cases:8,34,36 (i)
the two forms were enantiotropically related; (ii) their lattice
energy differences were very similar and small (ca. 0.5 kJ·
mol−1);34,36 and (iii) in spite of the enantiotropic character, a
reversible polymorphic transition in the solid state could not be
observed (the transition was only detectable on heating) due to
a high activation barrier.8,34 HAP was also shown to form
hydrates40,41 and to exhibit a unique cooling crystallization
behavior in water, where the formation of a hydrate or an
anhydrous phase could be mediated by an emulsion.41,42

These results suggested that other members of the
HOC6H4C(O)R family should be prone to polymorphism,
and indeed a recent thermal analysis study gave a strong
indication that a second crystal form (form II) existed for 4′-
hydroxyvalerophenone (HVP, R = C4H9, Figure 1), although a
structure elucidation was not possible due to the lack of crystals
suitable for a single crystal X-ray diffraction (SCXRD)
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analysis.43 This problem was overcome in the present work,
which also revealed that a third HVP polymorph (form III)
could be obtained through a reversible single crystal to single
crystal II ↔ III phase transition. Here we report the structural
characterization of the two new HVP polymorphs by single
crystal X-ray diffraction and analyze their stability domains,
relative stability versus form I, and interconversion dynamics, by
using a combination of experimental and molecular dynamics
(MD) simulation studies. Finally, on the basis of this approach,
it was also possible to suggest a rationalization for why HVP
crystallization from melt preferentially leads to form II rather
than the more stable form I.

■ MATERIALS AND METHODS
Materials. The HVP starting material (Tokyo Chemical Industry,

mass fraction 0.993) was the same as previously used in a

thermochemical study of HOC6H4COR (R = H, CH3, C2H5, n-C3H7,
n-C4H9, n-C5H11, and n-C6H13) compounds.44 It had been purified by
crystallization from ethanol and characterized in terms of chemical
purity and phase purity by elemental analysis, HPLC-ESI/MS, 1H
NMR, powder X-ray diffraction (PXRD), and differential scanning
calorimetry (DSC). HPLC-ESI/MS assays indicated a mass fraction
purity of 0.99999. Comparison of the PXRD pattern recorded at 298 ±
2 K with analogous SCXRD results12,33,44 showed that the sample
corresponded to form I HVP.

Crystals of form I suitable for the SCXRD structural determination
carried out in this work at 167 ± 2 K were obtained by crystallization
from ethanol (ChemLab, mass fraction 0.998). A saturated solution of
HVP in 25 cm3 of ethanol was prepared at 328 K, filtered while still
warm, and the liquid filtrate stored at 255 K. Crystals were formed
within 4 days. They were then separated from the mother liquor by
vacuum filtration and dried in air at 293 ± 2 K.

Form II was produced by crystallization from the melt. It
corresponds to a metastable phase and needs to be handled with care
to avoid conversion into form I. A stability test showed that a form II
sample obtained by melting form I in an oven and cooling the liquid to
ambient temperature could persist without signs of transformation for
at least 3 days, if kept untouched under normal laboratory conditions
(293 ± 2 K, 1 bar, relative humidity 40% ≤ Φ ≤ 60%). Conversion to
form I, was, however, greatly accelerated (the process being completed
in one to a few hours) if the sample was subjected to mechanical stress
(e.g., grinding with pestle and mortar or scratching with a spatula). To
obtain form II crystals suitable for SCXRD, a form I sample was placed
in a glass microscopy slide and transferred to a Linkam LTS350 hot
stage adapted to an Olympus SZX10 stereo microscope. It was then

Figure 1. Molecular structure of 4′-hydroxyvalerophenone (HVP), 1-
(4-hydroxyphenyl)penta-1-one, CAS number: 2598-71-7.

Table 1. Crystal Data and Structure Refinement Parameters for the Polymorphs of 4′-Hydroxyvalerophenone at Different
Temperatures

polymorph Form III Form III Form II Form I Form Ia

CCDC identifier 1961729 1961731 1961730 1961728 KERPUT
T/K 194 ± 2 222 ± 2 296 ± 2 167 ± 2 298 ± 2
crystal size/mm 0.50 × 0.25 × 0.25 0.60 × 0.44 × 0.39 0.55 × 0.37 × 0.20 0.60 × 0.25 × 0.20 0.30 × 0.20 × 0.20
crystal color colorless colorless colorless colorless colorless
crystal system monoclinic monoclinic monoclinic monoclinic monoclinic
space group C2/c C2/c C2/c P21/c P21/c
a/Å 16.828(5) 17.019(7) 19.077(6) 9.9230(11) 9.990(2)
b/Å 8.763(2) 8.745(4) 8.229(2) 10.2539(10) 10.454(2)
c/Å 13.845(4) 13.980(6) 14.227(4) 9.8468(11) 9.882(2)
β/deg 110.629(11) 110.644(12) 111.205(9) 107.183(6) 107.46(3)
V/Å3 1910.8(10) 1947.0(14) 2082.2(11) 957.19(18) 984.5(4)
Z/Z′ 8/1 8/1 8/1 4/1 4/1
ρcalc/g·cm

−3 1.239 1.216 1.137 1.237 1.202
μ/mm−1 0.084 0.082 0.077 0.084
F(000) 768 768 768 384
θ limits/deg 2.660−26.099 2.657−26.089 2.290−26.146 3.241−28.962
limiting indices −17 ≤ h ≤ 20 −20 ≤ h ≤ 20 −23 ≤ h ≤ 23 −13 ≤ h ≤ 12

−10 ≤ k ≤ 10 −10 ≤ k ≤ 10 −10 ≤ k ≤ 10 −13 ≤ k ≤ 9
−17 ≤ l ≤ 17 −15 ≤ l ≤ 12 −13 ≤ l ≤ 17 −13 ≤ l ≤ 13

no. of refns collected/
unique

3012/1741
[R(int) = 0.0197]

5683/1666
[R(int) = 0.0411]

6718/1987
[R(int) = 0.0582]

8640/2535
[R(int) = 0.0505]

completeness to θ (%) 91.5 86.1 96.4 99.8
data/restraints/parameters 1741/0/174 1666/0/174 1987/0/174 2535/0/174
GOF on F2 1.023 1.013 0.960 0.985
final R indices [l > 2σ(l)] R1 = 0.0570 R1 = 0.0450 R1 = 0.0639 R1 = 0.0484

R2 = 0.1363 R2 = 0.1070 R2 = 0.1726 R2 = 0.1153
R indices (all data) R1 = 0.1062 R1 = 0.0817 R1 = 0.1447 R1 = 0.0827

R2 = 0.1517 R2 = 0.1264 R2 = 0.2020 R2 = 0.1283
largest diff peak and hole/
e·Å−3

0.247 and −0.201 0.191 and −0.181 0.170 and −0.166 0.247 and −0.235

packing index 70.8 69.3 64.7 71.0 69.0

aData from ref 33, except for the packing index which was calculated in this work.
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thermally treated according to the following program: (i) heating to
358 at 5 K·min−1; (ii) 10 min isothermal step; (iii) cooling to 296 at 5
K·min−1. The crystals were gently cropped with a blade, coated with
Paratone-N oil, mounted on a Kapton loop, and transferred to the
diffractometer.
The finding that the III ↔ II transition can readily occur in both

directions under single crystal to single crystal conditions allowed the
determination of the form III structure by SCXRD. For this purpose,
form III was prepared in situ, by cooling a form II crystal mounted in the
diffractometer below ∼248 K.
Single Crystal X-ray Diffraction (SCXRD). Single crystal X-ray

diffraction studies were performed in a Bruker AXS-KAPPA APEX II or
a D8Quest area detector diffractometer. Graphite-monochromatedMo
Kα (λ = 0.71073 Å) radiation sources running at 50 kV and 30mAwere
used in both instruments. The crystals were coated with Paratone-N oil
andmounted on a Kapton loop. An empirical absorption correction was
enforced using Bruker SADABS,45 and data reduction was done with
Bruker SAINT.46 The structures were solved by direct methods with
Bruker SHELXS47 and refined by full-matrix-least-squares on F2 using
SHELXL,47 both programs included in WINGX-Version 2014.1.48

Non-hydrogen atoms were refined with anisotropic thermal parame-
ters. Hydrogen atoms were located on the density map and isotropic
displacement parameters, Uiso(H), refined freely. Structural represen-
tations were made with Mercury 3.8,49 and PLATON was used for the
hydrogen bond (H-bond) interactions and packing index.50 A summary
of the crystal data, structure solution, and refinement parameters is
given in Table 1. It should be noted that only weakly diffracting form II
and form III crystals could be produced. This justifies the low quality of
the SCXRD data obtained for these two forms compared to form I.
Differential Scanning Calorimetry (DSC). DSC scans in the

range 193−353 K were carried out with a TA Instruments 2920
MTDSC apparatus equipped with a refrigerated cooling accessory
(LNCA) that provided automatic and continuous programmed sample
cooling down to 123K. The samples with∼5.0mgmass were contained
in aluminum pans, sealed in air. All the measurements were done under
helium (Air Liquide N55), at a flow rate of 30 cm3·min−1, using a
heating rate of 5 K·min−1. Calibration of the temperature scale of the
instrument was based on the fusion temperatures,Tfus, of n-decane (Tfus
= 243.75 K), n-octadecane (Tfus = 301.77 K), hexatriacontane (Tfus =
347.30 K), indium (Tfus = 430.61 K), and tin (Tfus = 506.03 K). The
heat flow scale was calibrated by using indium (Δfush = 28.71 J·g

−1). All
weightings were performed with a precision of ±0.1 μg in a Mettler
UMT2 ultramicro balance.
Heat capacity determinations on HVP form II were made on a 204

F1-Phoenix DSC from Netzsch, using a previously described
procedure.51,52 Details are given as Supporting Information.
Microscopy. Hot stage polarized optical microscopy (HSM)

studies of the III → II phase transition were performed with an
Olympus BX51 microscope equipped with a Linkam LTS360 liquid
nitrogen-cooled cryostage and a Linkam TMS94 programmable
temperature controller. The microstructure of the sample was
monitored with an Olympus C5060 wide zoom camera. Images were
recorded with 250× magnification. The HVP sample was placed
between two microscope slides and inserted into the hot stage. It was
then subjected to the following temperature program at a heating/
cooling rate of 10 K·min−1: (i) heating from 298 to 343 K (∼10 K above
fusion); (ii) cooling to 193 K; (iii) heating to 273 K. The occurrence of
the II → I phase transition induced by mechanical stress was
investigated at 293 ± 2 K, with a BIJIA Electronic U600X monocular
USB microscope controlled by the in-house developed CB-MScope 01
software.53

Molecular Dynamic (MD) Simulations. MD simulations on the
HVP solid phases were carried out with LAMMPS (18 Sep. 2018).54

GROMACS 2016.455 was used for the liquid phase. A cutoff distance of
15 Å was selected for all calculations. Interactions beyond this limit
were computed by the particle-Mesh Ewald electrostatics method. The
simulations of the solid state were performed under an anisotropic
isothermal−isobaric ensemble (N−σ−T), using a Nose-Hoover
thermostat and barostat (relaxation time constants of 0.2 and 2 ps,
respectively) to control temperature and pressure. For the liquid phase,

an isotropic isothermal−isobaric ensemble (N−P−T) was selected. In
this case, temperature and pressure control were ensured by a V-rescale
thermostat (1 ps time constant) and a Parrinello−Rahman barostat (10
ps time constant; compressibility components set to 1 × 10−5 bar−1),
respectively. The temperature of each simulation was set as indicated
below and, unless otherwise stated, the pressure was 1 bar.

The simulation boxes for the crystal phases were built by stacking
several unit cells along the three cell axes: form I, 4 × 4 × 4, 256
molecules, 6912 atoms; forms II and III, 2× 5× 3, 240 molecules, 6480
atoms. In the case of forms I and II, the MD runs involved two steps: (i)
first the initial configuration was heated from 10 to 298 K in 2 ns; (ii)
this was followed by a 4 ns production stage at 298 K, where the
configuration of the simulation box was recorded every 2 ps. In the case
of form III: (i) the starting configuration was initially heated from 10 to
150 K during 2 ns, followed by a 4 ns production stage at the final
temperature; (ii) the crystal was then heated at 10 K·ns−1 up to 210 K.
Between 170 and 180 K, the configuration of the simulation box was
recorded every 0.01 ps. Below and above this range, data were collected
in 2 ps intervals. A time step of 1 fs was used for all three HVP solid
forms.

The simulation of liquid HVP was initiated by placing 500 molecules
(13 500 atoms) in a cubic box with 500 Å side. A 20 ns MD run was
subsequently performed at 500 K and 100 bar. Then several 10 ns
simulations were carried out at 1 bar and 350 K (∼15 K above the fusion
temperature of form I, Tfus = 335.2 ± 0.2 K, experimentally determined
by DSC, see below) until a constant density of the liquid (1009.2 ± 4.1
kg·m−3) was achieved. Finally, a production stage of 40 ns at 1 bar and
350 K was made, where the configuration of the simulation box was
recorded every 2 ps. In this case a 2 fs time step was selected. To ensure
that the final structure of liquid HVP corresponded to a properly
equilibrated phase, the previous procedure was repeated twice, starting
the simulationwith themolecules in different positions and orientations
inside the box.

The force field used for the MD simulations was built by taking the
van der Waals parameters and the potential functions for bonds, angles,
and dihedrals, from the OPLS-AA model.56,57 Atomic point charges
(APCs) were first computed by the ChelpG methodology58 at the
MP2/aug-cc-pVDZ level of theory,59−63 using the following procedure:
(i) optimization of a singleHVPmolecule in the gaseous phase, with the
OH andCO groups in both E andZ conformations; (ii) computation of
APCs for the two configurations; (iii) evaluation of an average APC for
atoms in equivalent positions. This approach was attempted since
recent work had suggested that a significant improvement in the
accuracy of crystal structure simulations could be achieved by using the
OPLS-AA parametrization coupled with atomic point charges (APC)
obtained from quantum chemistry methods.64,65 The above procedure
led, however, to unreasonable APC values for the hydrogen and carbon
atoms in the alkyl chain (e.g., hydrogen atoms with negative charges).
As such, the APCs for CH2 and CH3 groups in the alkyl chain were also
taken from the OPLS-AA database, and the ChelpG charges of the
remaining atoms were adjusted by evenly distributing the overcharge,
so that the electroneutrality of the molecule could be ensured. This led
to a significant improvement in the accuracy of the predicted structural
data, when compared with computations relying on charges obtained
from step (iii). A∼12% improvement was, for example, observed in the
case of the b unit cell dimension of form I. The final parametrization
used in the simulations is given as Supporting Information (Table S8).

The input files necessary to run GROMACS and LAMMPS
simulations were prepared with DLPGEN 3.0.64 The molecular
arrangements in the solid and liquid phases were investigated through
First Shell Analysis (FSA) and Combined Distribution Functions
(CDF) computed using the program AGGREGATES.66 Illustrations
and videos of the simulation boxes were made with VMD.67 All ab initio
calculations were performed using the Gaussian 09 D.01 package.68

■ RESULTS AND DISCUSSION

Differential Scanning Calorimetry. Typical differential
scanning calorimetry profiles obtained by subjecting an HVP
sample to a series of cooling−heating runs in the range 193−353
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K are shown in Figure 2 (detailed results are given as Supporting
Information). When form I was cooled to 210 K and

subsequently heated to 353 K (Figure 2, orange line), no
thermal event other than fusion was detected. The correspond-
ing onset temperature, Ton, standard molar enthalpy, ΔfusHm

o (cr
I), and standardmolar entropy,ΔfusSm

o (cr I), of fusion wereTon =
335.2± 0.2 K,ΔfusHm

o (cr I) = 26.7± 0.8 kJ·mol−1, andΔfusSm
o (cr

I) = 79.7 ± 2.4 J·K−1·mol−1 (cr denotes a crystal form). This
behavior had been previously observed for form I and the
presently obtained temperature, enthalpy, and entropy data are
in excellent agreement with the reported Ton= 335.6 ± 0.7 K,
ΔfusHm

o (cr I) = 26.67± 0.04 kJ·mol−1, andΔfusSm
o (cr I) = 79.5±

0.2 J·K−1·mol−1.43

On cooling the liquid to 193 K (Figure 2, yellow line), two
exothermic events were noted. Their nature could subsequently
be assigned based on single crystal X-ray diffraction analysis (see
below). First, a sharp peak corresponding to the crystallization of
form II was detected (Ton = 313.2 ± 0.2 K, ΔcrystHm

o = −18.0 ±
0.4 kJ·mol−1 and ΔcrystSm

o = −57.5 ± 1.3 J·K−1·mol−1). This was
followed by a second wide peak, covering a ∼30 K range, due to
the conversion of form II to a previously unknown HVP
polymorph, here dubbed form III (Ton = 239.1± 2.6 K,ΔtrsHm

o =
−1.5± 0.1 kJ·mol−1, andΔtrsSm

o =−6.3± 0.3 J·K−1·mol−1). The
crystallization of form II from the melt had been previously
observed by DSC, although crystals suitable for a structural
determination by SCXRD could not be produced at that time.43

These experiments also failed to show the formation of form III.
The III ↔ II transition was found to be reversible, as form III
converted to form II on heating (Figure 2, green line), withTon =
247.5 ± 0.4 K, ΔtrsHm

o = 1.5 ± 0.2 kJ·mol−1, and ΔtrsSm
o = 6.0 ±

0.8 J·K−1·mol−1. It is interesting to note that despite the 8.4 K
difference in onset temperatures (metastable zone width), the
absolute values ofΔtrsHm

o andΔtrsSm
o obtained on cooling and on

heating modes are remarkably similar. This gives a good

indication that the phase transition is fully completed on
descending or ascending the temperature.
Further heating of form II led to fusion with Ton = 325.6± 0.3

K, ΔfusHm
o (cr II) = 18.9 ± 0.3 kJ·mol−1, and ΔfusSm

o (cr II) = 58.1
± 1.0 J·K−1·mol−1. These values are very close to the previously
reported Ton = 324.3 ± 0.2 K, ΔfusHm

o (cr II) = 18.14 ± 0.18 kJ·
mol−1, and ΔfusSm

o (cr II) = 55.9 ± 0.5 J·K−1·mol−1.43 The fact
that, in absolute terms, they are in agreement with the above-
mentioned ΔcrystHm

o = −18.0 ± 0.4 kJ·mol−1 and ΔcrystSm
o =

−57.5 ± 1.3 J·K−1·mol−1, also suggests that crystallization of
form II from the melt is a complete process.
The DSC results suggest that forms II and III are

enantiotropically related and that form II is monotropic relative
to form I. The monotropic relationship between forms II and I
had been previously advanced based on Burger and Ramberger’s
heat of fusion rule,69 given that form I has both a higher
temperature of fusion and a higher enthalpy of fusion than form
II.43 The conclusion that form I is more stable than form II in the
temperature range covered by the DSC experiments (193−353
K) is also supported by the following observations: (i) form I
showed no evidence of conversion into form II in slurry tests
carried out in the range 283−312 K using ethyl acetate as
solvent; (ii) spontaneous conversion of form II to form I at 296
K could be induced by gentle grinding with a pestle and mortar
or scratching a sample with a spatula; (iii) when form II
contained in a DSC crucible was gently crushed with a spatula
before the run, the pattern corresponding to the red line in
Figure 3 was obtained, where form II melting is followed by
recrystallization into form I that subsequently undergoes fusion.

Relative Stability of HVP Polymorphs. The enthalpy and
entropy results mentioned above, together with heat capacity
data for form I and liquid HVP retrieved from the literature44

and measured in this work for form II by DSC (see Supporting
Information), allowed an evaluation of the relative stabilities of
the three HVP polymorphs at 298 K, based on the entropies,
enthalpies, and Gibbs energies of conversion of forms II and III
into form I, estimated as described in the Supporting
Information. The obtained ΔtrsHm

o , ΔtrsSm
o , and ΔtrsGm

o values
are summarized in Table 2.

Figure 2. DSC profile obtained by subjecting HVP to a three-step
program at a heating/cooling rate of 5 K·min−1: Step 1 (orange),
heating of form I from 210 to 353 K; Step 2 (yellow), cooling themelted
sample from 353 to 193 K; Step 3 (green), heating the cooled sample
from 193 to 353 K. The inset shows a detailed view of the III ↔ II
reversible phase transition.

Figure 3. Overlay of the DSC fusion profiles of pure forms I (blue
dashed line) and II (green dotted line) with that of a form II sample
gently crushed with a spatula inside the crucible (red solid line).
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The contribution of the lattice enthalpy, ΔlatHm
o , for the

relative stabilities of the three HVP forms at 298 K was also
evaluated, based on ΔlatHm

o (cr I) = 125.9 ± 0.6 kJ·mol−1,44

ΔlatHm
o (cr II) = 119.4± 1.1 kJ·mol−1, andΔlatHm

o (cr III) = 120.9
± 1.1 kJ·mol−1. For all HVP polymorphs, ΔlatHm

o at 298 K was
taken as the enthalpy change associated with the process:

→HVP(cr) HVP(g) (1)

where the crystal lattice is destroyed to yieldHVP in the ideal gas
state.8,51 It can, therefore, be identified with the enthalpy of
sublimation at 298 K, namely, ΔlatHm

o = ΔsubHm
o . In the case of

form I, ΔsubHm
o (cr I) = 125.9 ± 0.6 kJ·mol−1 at 298 K had been

previously reported.44 The enthalpies of sublimation of forms II
and III (hence their lattice enthalpies) were obtained from

Δ = Δ + ΔH H H(cr I)sub m
o

sub m
o

trs m
o

(2)

where ΔtrsHm
o refers to either the ΔtrsHm

o (II → I) or ΔtrsHm
o (III

→ I) = ΔtrsHm
o (III → II) − ΔtrsHm

o (II → I) values in Table 2.

The comparison of the ΔtrsGm
o and ΔtrsHm

o trends in Table 2
suggests that a larger lattice enthalpy does not necessarily
translate into a higher thermodynamic stability. Indeed, while
the lattice enthalpies of the HVP polymorphs, at 298 K, decrease
according to form I > form III > form II the stability order at the
same temperature deduced from the ΔtrsGm

o values in Table 2 is
form I > form II > form III. This stresses two important points:
(i) the lattice enthalpy may not be a reliable indicator of the
relative stability of polymorphs when (as often happens) the
forms under consideration are separated by small enthalpy
differences; (ii) entropic factors can play a determinant role in
the stabilization of polymorphs and should ideally be accounted
for in computational analysis of polymorphic landscapes and
polymorphic phase transitions. This is, however, still a
challenge.70−72 It may finally be pointed out that the above
conclusions regarding the relative stabilities of HVP forms I to
III are expected to hold, in spite of the approximations involved
in the calculations of ΔtrsHm

o , ΔtrsSm
o , and ΔtrsGm

o in Table 2 (see
Supporting Information). First, the observation of a sponta-
neous III → II enantitropic transformation quite below 298 K
(247.5 K) and of the monotropic II → I conversion at ambient
temperature upon gentle grinding gives a clear indication that
Gm
o (cr III) > Gm

o (cr II) > Gm
o (cr I) at 298 K. Second, the lattice

enthalpy order form I > form III > form II was still maintained
when: (i)± 10% variations in the standard molar heat capacities
(Cp,m

o ) of form I, form II, and liquid HVP implicated in the
calculation ofΔtrsHm

o (II→ I) at 298 K were considered; and (ii)

Table 2. Enthalpies, Entropies, and Gibbs Energies for the
Conversion of HVP Forms III and II into Form I, at 298 K

transition
ΔtrsHm

o /
kJ·mol−1

ΔtrsSm
o /J·K−1·
mol−1

ΔtrsGm
o /

kJ·mol−1

Form II → Form I −6.5 ± 0.9 −19.0 ± 2.6 −0.8 ± 1.2
Form III → Form I −5.0 ± 0.9 −13.0 ± 2.7 −1.1 ± 1.2

Figure 4. Microscopy images of HVP: (a) before and (b) after the III → II phase transition; (c) before and (d) during the II → I transformation.
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ΔtrsCp,m
o (III→ II) used in the estimation of ΔtrsHm

o (III→ II) at
298 K, that precedes the calculation of ΔtrsHm

o (III → I) at this
same temperature as ΔtrsHm

o (III → I) = ΔtrsHm
o (III → II) −

ΔtrsHm
o (II → I), was increased from 0 J·K−1·mol−1 (as assumed

here, given the structural similarity between both phases) to 20
J·K−1·mol−1.
Microscopy. The occurrence of the III → II transition and

its reversible character were further evidenced by hot-stage
microscopy. On heating form III from 193 to 273 K, changes in
the interference colors transmitted by the sample were clearly
noted at ∼247 K (Figure 4a,b and video 1 given as Supporting
Information). This value closely matches the temperature of the
III → II phase transition given by the DSC experiments (Ton =
247.5± 0.4 K). The interference color changes are accompanied
bymodifications in the shape/size of themicrocrystallites, which
are likely to reflect the differences in the unit cell dimensions of
forms III and II shown in Table 1. A reverse behavior is observed
on cooling, with the transition noted at∼244 K, which compares
well with 239 K observed in the DSC experiments. The HSM
study also indicated that the transition is fast in both directions
and seems to proceed by a sudden lattice contraction/
expansion, without any apparent development of an interface
propagating throughout the sample. This suggests that the
transformation occurs by an overall cooperative molecular
movement, rather than by diffusive nucleation and growth, a
conclusion that was further supported by the MD simulation
results discussed below.
Microscopy imaging using the BIJIA USB apparatus

corroborated the above-mentioned spontaneous conversion of
form II to form I induced by a mechanical stimulus. As shown in
Figure 4c,d (see also video 2 given as Supporting Information),
grinding a peripheric zone of a polycrystalline form II sample
(obtained by crystallization from the melt) led to the
development of a transition front that quickly extended to the
whole material. A diffusive nucleation and growth mechanism is,
therefore, likely to be operative in this case.
The different behaviors observed for the III → II and II → I

transformations are consistent with the single crystal X-ray
diffraction results discussed in the next section, showing that the
former requires only a small rearrangement of the molecules in
the crystal lattice, without any change in the crystal system
(monoclinic) or space group (C2/c), while the latter implies
modifications in space group (C2/c to P21/c), molecular
conformation (the relative orientations of the CO and OH
groups change from and Z in form II to E in form I), and
morphology of the C1

1(8) chain that constitutes the main 1D
packing motif (planar to “herringbone”).
Single Crystal X-ray Diffraction. As mentioned in the

Introduction, prior to this work only the structure of form I at
298 ± 2 K (CSD ref code: KERPUT)12 was known.33 Evidence
for the likely existence of form II was available from thermal
analysis results, but the corresponding crystal structure had not
been determined, and form III had not been identified.43 The
structural characterization of these two new HVP polymorphs
became possible when, in the course of this work, it was found
that (i) crystals of form II suitable for SCXRD analysis could be
produced by crystallization from the melt and that (ii) it was
possible to generate form III by cooling a form II crystal below
247 K (i.e., the II → III phase transition occurs under single
crystal to single crystal conditions). Single crystal X-ray
diffraction studies were then carried out for form I at 167 ± 2
K, form II at 296± 2 K, and form III at 194± 2 K and 222± 2 K.

As shown in Table 1, all HVP polymorphs are monoclinic, but
while forms III and II belong to the C2/c space group, form I is
P21/c. The molecular framework is very similar in all of them,
except for the relative orientation of the OH and CO groups
which is Z in form I and E in forms II and III (Figure 5). This

type of conformational polymorphism had been previously
found in 4′-hydroxyacetophenone (HAP), where E and Z
molecular conformations are present in the high (form I) and
low (form II) temperature forms, respectively.36 In HAP,
however, a change in the number of molecules in the asymmetric
unit (Z′ = 1 in form I and Z′ = 2 in form II) also occurs, a feature
that is not observed in HVP.
No significant differences were noted when the molecular

structure of HVP form I obtained at 167 K was compared with
that published33 at 298 K (see Supporting Information). An
overlay of the molecular structures of form III at 194 and 222 K
led to an analogous conclusion (see Supporting Information).
Themolecular packing of form I at 298 K (Figure 6) displays a

“herringbone” type structure formed by C1
1(8) chains propagat-

ing along the b axis, where adjacent molecules are positioned at
∼90°. This motif is sustained by “head-to-tail”OH···O (dOH···O=
1.898 Å) hydrogen bonds involving the hydroxyl group of a
given molecule and the carbonyl group of the next one. The 3D
packing is held by CHring···Ohydroxyl (dCH···O = 2.597 Å), CHalkyl···
Ocarbonyl (dCH···O = 2.706 Å), and π−π stacking (dπ−π = 3.640 Å)
interactions between the C1

1(8) chains (Figure 6). Decreasing
the temperature to 167 K does not lead to significant changes in
crystal packing. The unit cell contraction results in shorter OH···
O (dOH···O = 1.786 Å), CHring···Ohydroxyl (dCH···O = 2.526 Å),
CHalkyl···Ocarbonyl (dCH···O = 2.615 Å), and π−π stacking
interaction distances (dπ−π= 3.596 Å).
The structure of form II (Figure 7a) is also composed of

C1
1(8) infinite chains that propagate along the b axis, supported

by “head-to-tail”OH···O(dOH···O = 1.945 Å) hydrogen bonds. In
this case, however, the chains are planar, formed by molecules
that are parallel to each other. Coplanar C1

1(8) chains interact
along the a axis through CHring···Ohydroxyl (dCH···O = 2.736 Å)
nonclassical H-bonds. As shown in Figure 7b, the orientation of
the chains in adjacent planes follows an AA′BB′ sequence. The
chains in AA′ pairs are rotated by ∼180° relative to each other,
and the same is true for BB′. In addition, each AA′ pair makes a
∼90° angle with the corresponding BB′ pair. The 3D framework
is ensured by π−π stacking interactions set at 3.548 Åwithin AA′
and BB′ pairs and 3.578 Å in the case of A′B and B′A pairs.
Much of the structural features discussed for form II also hold

for form III, which displays a packing architecture very similar to
that in Figure 7. Some variations in interaction distances can,

Figure 5. Overlay of the molecular structures of the three 4′-
hydroxyvalerophenone polymorphs highlighting the differences in Z
(form I) and E (forms II and III) conformations: form I (colored by
atom type, 298 K); form II (light green, 296 K); form III (pink, 222 K).
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however, be noted when the structures of forms III (222 K) and
II (296 K) are compared: in form III, the OH···O (dOH···O =
1.951 Å) and π−π stacking (dπ−π = 3.622 Å for the AA′ and BB’
pairs; dπ−π= 3.5621 Å for A′B or B′A pairs) contacts become
longer and the CHring···Ohydroxyl distances (dCH···O = 2.726 Å)
become shorter. The comparison also shows that (Figure 8): (i)
the angle between alkyl chains of molecules in adjacent and
coplanar C1

1(8) chains varies from ∼80° (form III) to ∼93°
(form II); (ii) the O−H···O hydrogen bond angle increases
from 156° in form III to a more favorable 172° value in form II;

(iii) the separation of the alkyl chains increases, as can be
deduced from the significant elongation (∼0.5 Å) of the distance
between the central atoms of adjacent R groups (5.7 Å to 6.2 Å);
and (iv) the distance between aromatic carbons linked to
−C(O)R groups also increases by ∼0.3 Å (7.6−7.9 Å) when
adjacent molecules are considered. These differences are likely
to reflect an enhanced conformational and positional freedom of
the HVP molecules in the less dense/lower packing index form
II. Indeed, as shown in Table 1, the III → II process is
accompanied by a ∼6% decrease in both density (1.216 g·cm−3

Figure 6. Crystal packing of HVP form I at 298 K33 showing the “herringbone” type C1
1(8) chains that propagate along the b axis and are sustained by

“head-to-tail” OH···OC hydrogen bonds (black). Also displayed (cian) are the CHring···Ohydroxyl, CHalkyl···Ocarbonyl, and π−π stacking interactions
between the chains that hold the 3D packing.

Figure 7. Crystal packing of 4′-hydroxyvalerophenone form II: (a) C1
1(8) chains showing the molecules parallel to each other; (b) 3D stacking of the

C1
1(8) chains according to a AA′BB′ type sequence. Form III displays very similar packing features.

Figure 8. Some significant differences in molecular organization between HVP forms II and III: (a) form III at 222 K and (b) form II at 296 K, viewed
perpendicularly to the (−1 0 2) plane.
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in form III at 222 K and 1.145 g·cm−3 in form II at 296 K) and
packing index (69.3% in form III to 64.7% in form II). Further
support for this possible increase in molecular mobility was
provided by the MD simulations discussed below.
Table 1 also shows that the interconversion of forms II and III

is accompanied by non-negligible changes in unit cell
parameters. When the structure of form III at 222 K is
compared with that of form II at 296 K, the following
modifications are noted: a expands by ∼12%, b contracts by
∼6%, c contracts by ∼1%, and the angle β increases by 0.4%. It
may be mentioned that these deviations are essentially
maintained if the unit cell dimensions of form III are linearly
extrapolated to 296 K by using the data at 194 K and 222 K in
Table 1: a = 17.519 Å (9%), b = 8.700 Å (6%), c = 14.337 Å
(1%), β = 110.689° (0.3%).
Despite all the differences noted above, the overlay in Figure

9a clearly shows that there is a considerable packing similarity

between forms II and III, thus suggesting that their
interconversion can be achieved without a significant rearrange-
ment of the crystal lattice. This is compatible with the
observation in the SCXRD experiments that the III ↔ II
transition can occur under single crystal to single crystal
conditions. It is also in line with the combined DSC and hot
stage microscopy evidence, showing that the process is fast and
reversible and seems to proceed by a sudden lattice contraction/
expansion, without any apparent development of a transition

front propagating throughout the sample. The overall SCXRD,
DSC, and HSM results, therefore, suggest that the III → II
transition probably occurs by a mechanism involving a
concerted movement of the molecules that does not require
the destruction and reconstruction of the crystal lattice.
In contrast, as illustrated in Figure 9b, the II → I

transformation involves a considerable change in molecular
packing, that is likely to be hindered by a significant activation
barrier. The observed resilience of the metastable form II in
converting to the stable form I at 298 K should, therefore, be
related to the difficulty in overcoming this barrier. It may also be
pointed out that the larger stability of form I relative to form II,
deduced from the DSC measurements, is compatible with the
following indications from SCXRD: (i) stronger H-bonds are
present in form I (dOH···O are shorter in form I than in form II);
(ii) CHring···Ohydroxyl contacts in form II (dCH···O = 2.736 Å) are
much longer than in form I (dCH···O = 2.526 Å) and exceed the
sum of the O and H van der Waals radii (2.720 Å) given by
Mercury 3.8;49 (iii) the density and packing index are both larger
for form I than for form II (Table 1), suggesting a more efficient
and effective packing of theHVPmolecules in the former than in
the latter polymorph.

Polymorphism Across the HOC6H4C(O)R (R = H, alkyl)
Family.Representative structural and energetic results for HVP,
obtained in this work, are compared in Table 3 with the
analogous data reported for other members of the HOC6H4C-
(O)R (R = H, n-alkyl) family.30,32,33,35−37,39,44 For the sake of
consistency, whenever possible, structural information at ∼298
K was selected. All lattice enthalpies in Table 3 also refer to 298
K.
As already mentioned, the most clear structural link between

the HOC6H4C(O)R (R =H, n-alkyl) solid forms is the presence
of a commonC1

1(8) chain packingmotif. The fact that no further
structural trends are apparent in Table 3 highlights the difficulty
in predicting polymorphism outcomes.
In most cases, only one molecule is present in the asymmetric

unit. Exceptions occur for HAP(cr II), and the only known form
of HBP, which have Z′ = 2. It may at this stage be pointed out
that, as previously noted,8,36 no necessary correlation between
the number of molecules in the asymmetric unit and the relative
stability of polymorphs exists. Although it has been proposed
that high Z′ polymorphs should be metastable relative to their
lower Z′ counterparts,73,74 the generality of this statement has
been questioned,8,36,75,76 based on cases such as the HAP
system, where form II (Z′ = 2) is more stable at 298 K than form
I (Z′ = 1).8,36

Figure 9. (a) Overlay of the unit cells of 4′-hydroxyvalerophenone
forms III (blue, 222 K) and II (orange, 296 K), showing the changes
associated with the enantiotropic III → II phase transition. (b)
Analogous overlay for the monotropic II→ I phase transition (form II,
orange, 296 K; form I, colored by atom, 298 K).

Table 3. Selected Structural and Energetic Data for All Known Crystal Forms of the HOC6H4C(O)R (R = H, n-Alkyl) Family

R compound (acronym) form Refcode T/K crystal system space group Z′/Z ρ/g·cm−3 E/Za ΔlatHm
o /kJ·mol−1b

H 4′-hydroxybenzaldehyde (HBA) Ic PHBALD10 295 monoclinic P21/c 1/4 1.358 Z 99.7 ± 0.4
IId PHBALD11 296 monoclinic P21/c 1/4 1.357 Z 100.2 ± 2.8

CH3 4′-hydroxyacetophenone (HAP) Ie HACTPH13 298 monoclinic P21/c 1/4 1.247 E 103.2 ± 0.8
If HACTPH22 296 monoclinic P21/c 1/4 1.267 E
IIe HACTPH15 298 orthorhombic P212121 2/8 1.278 Z 104.3 ± 0.4
IIg HACTPH10 293 orthorhombic P212121 2/8 1.297 Z
IIf HACTPH19 300 orthorhombic P212121 2/8 1.271 Z

C3H7 4′-hydroxybutyrophenone (HBP) h IDOSUQ 293 monoclinic P21/c 2/8 1.206 E 116.7 ± 1.3
C4H9 4′-hydroxyvalerophenone (HVP) Ii KERPUT 298 monoclinic P21/c 1/4 1.202 Z 125.9 ± 0.6

II this work 296 monoclinic C2/c 1/8 1.137 E 119.4 ± 1.1
III this work 222 monoclinic C2/c 1/8 1.216 E 120.9 ± 1.1

aMolecular conformation. bRef 44. cRef 30. dRef 35. eRef 36. fRef 37. gRef 39. hOnly one form has been reported, ref 32. iRef 33.
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Conformational polymorphism is observed for forms I and II
of HVP and HAP, but no link between the preference for a
specific molecular conformation and the low or high temper-
ature nature of a polymorph can be drawn. For example, the
molecular conformation is E in the low temperature forms II and
III of HVP and Z in the high temperature form I; in contrast, for
HAP, the conformation in the low temperature form II isZ and E
in the high temperature form I. There is also no relationship
between molecular conformation and the monotropic or
enantiotropic nature of a polymorphic pair: the HVP I/II
forms are monotropic, whereas the HAP I/II are enantiotropic.
It may also be noted that the II/III HVP and I/II HBA systems,
where both polymorphs have a very similar packing and share an
identical molecular conformation, are enantiotropic. This,
however, does not represent a trend, since an enantiotropic
relationship can also be observed in the case of the structurally
dissimilar II/I HAP system. Furthermore, the structural
similarity within an enantiotropic polymorphic pair does not
imply that a reversible phase transition can be observed: for
example, the III→ II solid−solid transition in HVP is reversible
but the I → II transition in HBA is not.
The observed density differences between polymorphs are

<2.5%, except for HVP where differences of ∼7% are noted
when form II is compared with the other two polymorphs. In
energetic terms, Table 3 shows that, as previously reported,44 the
lattice enthalpy increases in an approximately linear way with the
number of carbon atoms in the R group. It can also be noted that,
as expected, for polymorphic pairs where density and lattice
enthalpy data at ∼298 K exists, the denser form has the higher
ΔlatHm

o . In general, the lattice enthalpy differences between
polymorphs in Table 3 are within 1 kJ·mol−1, except for HVP

where they reach ∼7 kJ·mol−1 when form I is compared with
forms II and III.

Molecular Dynamics (MD) Simulations.MD simulations
were performed to address two main questions: Why does the
crystallization of HVP from the melt preferentially lead to the
metastable form II and not to the more stable form I? How does
form III transform into form II?
As a first step, the accuracy of the selected model was

evaluated, by comparing the phase transition enthalpies and unit
cell dimensions of the three HVP polymorphs obtained from the
MD simulations, with the corresponding experimental values
(see Tables S9 and S10 in the Supporting Information). The
deviations of 1.2 kJ·mol−1 and 1.0 kJ·mol−1 found between the
calculated, ΔtrsHm

o (III → II, 178 K) = 0.3 ± 0.7 kJ·mol−1 and
ΔtrsHm

o (II→ I, 298 K) = −7.4 ± 1.1 kJ·mol−1, and experimental
values, ΔtrsHm

o (III → II, 247.5 K) = 1.5 ± 0.2 kJ·mol−1 and
ΔtrsHm

o (II → I, 298 K) = −6.4 ± 0.9 kJ·mol−1, are considerably
smaller than the expected accuracy of this type of force field
models (typically 5 kJ·mol−1).64 The computations were also
able to correctly capture the endothermic and exothermic nature
of the III→ II and II→ I transitions, respectively, albeit with an
uncertainty larger than the value in the case of the III → II
process. It may be pointed out that the reliable prediction of the
energetics of polymorphic phase transitions constitutes a
particularly demanding test for force field models used in MD
simulations, given the relatively small values of the thermody-
namic quantities involved. This stresses the importance of
providing reliable experimental benchmarks, such as the ΔtrsHm

o

determined here, for force field validation in energetic terms. As
highlighted in a recent study,77 energetic predictions based on
force fields developed from structural data alone can exhibit
significant errors, even when the processes of interest are

Figure 10.Results of a first shell analysis (FSA) on solid and liquid HVP: (a) form I at 298 K, (b) form II at 298 K, (c) form III at 150 K, and (d) liquid
at 350 K. More intense colors correspond to higher probabilities. The values of D1 and D2 maxima are indicated as (D1, D2).
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accompanied by much larger enthalpy changes than poly-
morphic phase transitions (e.g., cohesive energies of solids).
In the case of the unit cell dimensions, the maximum

differences between experimental and calculated results were
≤3.2% for forms I and III, and ≤6% for form II. Errors of ∼4%
are typical of this type of simulation, and slightly higher
deviations, such as the ∼6% found for a and c unit cell
dimensions of form II, are not uncommon.64

Why Does the Crystallization of HVP from the Melt
Preferentially Lead to the Metastable Form II and Not to the
More Stable Form I? Insights into this question were obtained
by comparing the molecular organization patterns given by the
simulations for liquid HVP at 350 K (∼15 K above the fusion
temperature of form I), with those for polymorphs I and II at 298
K and form III at 150 K. The comparison was based on the
computation of First Shell Analysis (FSA)66 fingerprint plots
and Combined Distribution Functions (CDF).
The FSA approach, as implemented in the program

AGGREGATES,66 produces two-dimensional plots resembling
Hirshfeld surfaces.78,79 The underlying methodology is,
however, different and was specifically developed to investigate
the molecular organization inside MD simulation boxes
containing thousands of molecules in the solid or liquid states.66

In brief, in a FSA study, the distance of each atom of every
molecule in the simulation box to its closest neighbor in an
adjacent molecule is determined. This distance is then taken as
dimension D1 for the construction of a 2D histogram. The
second dimension, D2, corresponds to the distance between the
atom under consideration and the center of mass of the neighbor
molecule. The program also allows the decomposition of the
obtained pattern by types of atomic contacts (e.g., H:H, O:O,
C:H, etc.).
The FSA fingerprint plots obtained for HVP in the solid

(forms I, II and III) and liquid states are shown in Figure 10.
This illustration clearly shows that the structure of the liquid is
closer to form II than to forms I or III. The marked difference to
form III is not unexpected, given that this phase is originated
from form II and is only stable well below the temperature at
which crystallization occurs. Furthermore, albeit the SCXRD
results indicated similar packing patterns for forms II and III,
they also revealed significant variations in molecular interaction
distances and angles between the two forms, which necessarily
influence their FSAs.
Two features are particularly significant when comparing

liquid HVP with forms I and II: (i) the fact that the OHhydroxyl···
O hydrogen bond domains (blue domains in the range 1.5 Å <
D1 < 2.3 Å) in the liquid and in form II are centered at
comparable positions; (ii) the distance between the maxima of
the two OHhydroxyl···O domains (ΔD2) for the liquid state (ΔD2
= 2.53 Å) is closer to that of form II (ΔD2 = 2.36 Å) than that of
form I (ΔD2 = 3.12 Å). This suggests that a planar local
organization of the molecules (analogous to that in form II) is
most likely present in liquid HVP. Additional details of the FSA
analysis are given as Supporting Information. It should also be
pointed out that the reliability of the liquid structure used for
comparison was tested, by confirming that the pattern in Figure
10d remained essentially unchanged when the simulations were
started from boxes with different configurations (see Figure S7
in the Supporting Information). An identical conclusion was
reached when this test was extended to the Combined
Distribution Functions (CDF) analysis used to provide further
insights into the structural similarity of liquid and form II HVP
(see Figure S8 in the Supporting Information).

The CDF analysis was focused on the relationship between
the angle defined by the aromatic ring planes, φring, of any pair of
molecules in the simulation box and the corresponding distance,
dC···C, between the aromatic carbons linked to the − C(O)R
group. As shown in Figure 11, the most probable angle for

adjacent molecules in the liquid and in Form II isφring≈ 5°. This
is consistent with the propensity of the HVP molecules to adopt
a planar stacking in the liquid state like that in form II. A closer
affinity with form I would imply the observation of a significant
probability of finding aromatic rings at ∼90° (see Figures 6 and
S2), which is not corroborated by Figure 11. Note that, planarity
should strictly correspond to φring ≈ 0°, as seen in the SCXRD
results. Thus, the MD prediction that φring ≈ 5°, not only for
liquid but also for form II HVP, probably reflects the limitations
of the theoretical model to exactly capture fine aspects of the
experimental observations. The existence of this discrepancy
does not, however, invalidate the conclusion that the structure of
liquid HVP is considerably more like form II than form I.
In conclusion, both the FSA and CDF analyses of the MD

simulation results suggest that, when crystallization occurs from
themelt, theHVPmolecules tend to preserve the planar stacking
organization present in the liquid phase. This leads to the
preferential formation of the metastable form II, which exhibits
this type of packing, rather than the thermodynamically stable
form I, where a “herringbone” organization is present (Figure 6).

How Does Form III Transform to Form II? To investigate the
molecular processes behind the III → II phase transition,
observed by DSC at 247.5 ± 0.4 K, a simulation box consisting
of 2 × 5 × 3 form III unit cells stacked along the three cell axes
was first equilibrated at 150 K and then heated to 210 K at a rate
of 10 K·ns−1. The occurrence of the III → II conversion was
signaled at ∼178 K by an abrupt and significant change in the
geometry of the simulation box (Figures 12 and 13; see also
Table S12 and video 3 given as Supporting Information): the a
and c unit cell dimensions increased by 1.33 and 0.04 Å (2.66
and 0.11 Å, in terms of the box dimension along the a axis),
respectively, b decreased by 0.44 Å (2.17 Å in terms of the box
dimension along the b axis), β decreased by 1.7° (changing from
107.5° to 105.8°), and the density decreased by 0.042 g·cm−3

Figure 11. Comparison between the combined distribution functions
(CDF) obtained for liquid (colored probability map) and form II
(contour map) HVP, correlating the angle, φring, defined by the
aromatic ring planes of any twomolecules in the simulation box and the
corresponding distance, dC···C, between the aromatic carbons linked to
the −C(O)R group (see molecule in the inset: aromatic ring plane in
gray and reference aromatic carbon as a black sphere).
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(1.179 g·cm−3 to 1.137 g·cm−3). These variations are close to
those noted in Table 1 when the experimental data for forms III
(222 K) and II (296 K) are compared: a and c increase by 2.0
and 0.2 Å, respectively, b decreases by 0.53 Å, β increases by
0.41°, and the density decreases by 0.071 g·cm−3 (1.216 g·cm−3

to 1.145 g·cm−3). It is noteworthy that, except for β, the model
was able to correctly reproduce all the experimental trends in the
variation of unit cell dimensions and density accompanying the
III → II process.
The temperature of the phase transition predicted by the

simulations is lower by ∼70 K than experimentally found by

DSC. Shifts of this magnitude to lower temperatures have been
previously observed in MD simulations of organic80 and
inorganic81 compounds. It is nevertheless remarkable that the
III → II phase transition could be evidenced by the present
model, which was solely optimized to reproduce the
experimental unit cell dimensions (Table 1) and the ΔtrsHm

o

values (Table S10) obtained in this work.
In addition, the MD simulations were also able to capture the

changes in relative orientation of the molecules accompanying
the III → II process noted in the SCXRD experiments (Figure
8). Indeed, the CDF results in Figure S9 (see Supporting

Figure 12. Snapshots of the MD simulation boxes before and after the HVP III → II phase transition, observed at 178 K.

Figure 13. Changes in the simulation box dimensions (a), angles (b), and internal energy of the system (c) over time (t), during the III→ II phase
transition, at approximately 178 K. The origin of the time scale was arbitrarily set to ∼5 ps before the onset of the phase transition. Ucfg represents the
internal configurational energy of the system; Uvdw and Ucoul are the van der Waals and Coulomb contributions to Ucfg.
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Information) show that (i) the angle between the alkyl chains
(φchain) increases by ∼12.4°, while the distance between the
rings, measured as the distance between the aromatic carbons
linked to the −C(O)R group (dC···C), increases by ∼0.05 Å; (ii)
the Ocarbonyl···H−Ohydroxyl hydrogen bond angle (φH‑bond) varies
from ∼158° to ∼180°; and (iii) the corresponding Ocarbonyl···
Ohydroxy distance (dO···O) decreases by ∼0.07 Å. This is in good
agreement with the SCXRD results (Figure 8), indicating that
φchain increases by 13°, dC···C increases by ∼0.3 Å, φH‑bond
increases by 16.5°, and dO···O decreases by 0.006 Å. Most
notable, consistent with the experimental evidence, the III→ II
transformation was found to occur rapidly (2 ps, Figure 13),
through an almost simultaneous movement of the HVP
molecules in the entire simulation box, and without any
evidence of a transition front propagation (see video 3 in the
Supporting Information). These modifications lead to changes
in the Coulomb and van derWaals contributions to the potential
energy of the crystal (Figure 13), which, albeit significant,
mutually cancel out to a large extent (see Table S11 of the
Supporting Information). The Coulomb term becomes less
repulsive by 5.1 ± 0.6 kJ·mol−1, possibly because upon phase
transition stronger H-bonds are formed (shorter distances and
angle closer to 180° in form II than in form III). However, such
an advantage is offset by the van der Waals contribution
becoming less negative by 5.5 ± 0.7 kJ·mol−1. This may be
originated by the less efficient packing of the HVP molecules in
form II (the packing index and density decrease by 5−6%
relative to form III, Table 1) accompanied by an increase of the
separation between the alkyl chains and the aromatic rings
(Figure 8). The difference Uvdw − Ucoul essentially accounts for
most of the change in configurational energy associated with the
phase transition, which was found to be Ucfg, m

o (III) − Ucfg, m
o (II)

= 0.3 ± 0.7 kJ·mol−1. This results from the fact that the
intramolecular and long-range correction contributions for the
internal energy of the crystal are essentially identical before and
after the transition and, therefore, cancel out (see Table S11 of
the Supporting Information). Since the internal energy to
enthalpy correction is approximately the same for the two
polymorphs, it is possible to assume that ΔtrsHm

o (III → II) ≈
Ucfg, m

o (II) − Ucfg, m
o (III) = 0.3 ± 0.7 kJ·mol−1. Albeit supported

by a small value (∼0.3 kJ·mol−1) with a relatively large
uncertainty, the conclusion that the III → II transition is
endothermic, hence the lattice enthalpy is smaller for form II
than for form III, is in agreement with ΔtrsHm

o (III→ II) = 1.5 ±
0.2 kJ·mol−1 experimentally obtained by DSC. It is also
corroborated by the experimentally found ΔlatHm

o (cr II) =
119.4 ± 1.1 kJ·mol−1 andΔlatHm

o (cr III) = 120.9 ± 1.1 kJ·mol−1.
Thus, both MD and experimental evidence suggest that the III
→ II phase transition is entropically driven. The fact that
according to the simulations the endothermicity of the III→ II
process is linked to the dominance of van der Waals over
Coulomb contributions highlights the importance of the former
type of interactions in the stabilization of polymorphs.
As mentioned above, the III → II phase transition is

accompanied by a decrease in density and packing index
(Table 1). It seems, therefore, reasonable to assume that the
entropic gain driving the process, results, at least in part, from an
increase in conformational freedom of the HVP molecules. This
hypothesis was tested by analyzing the distribution of the alkyl
chain dihedral angle, φc‑c‑c‑c, at a series of temperatures above
and below the phase transition (Figure 14). The obtained results
indicate that, indeed, before the phase transition (T < 170 K) the
alkyl chains adopt a narrow range of conformations centered at

φc‑c‑c‑c = 180°. After the phase transition, the conformational
diversity progressively increases, and at 210 K ca. 12% of the
molecules have φc‑c‑c‑c at 90° or 270°.

■ CONCLUSIONS
The structures of two new polymorphs of 4′-hydroxyvaler-
ophenone (forms II and III) have been determined by single
crystal X-ray diffraction (SCXRD). Forms II and III are very
similar in terms of molecular conformation and packing. They
share with the previously known form I the presence of a C1

1(8)
infinite chain sustained by “head-to-tail” OH···O hydrogen
bonds as the main 1D packing motif. However, they significantly
differ from form I in both the molecular organization within the
chain (herringbone in form I; planar in forms II and III) and the
conformation of the HVP molecule (the configuration of the
CO and OH groups is Z in form I and E in forms II and III).
These structural differences are reflected by the thermody-

namics and kinetics of the III → II and II → I transitions.
SCXRD, DSC, and microscopy experiments showed that the
structurally similar forms III and II are enantiotropically related
by a fast and reversible phase transition (Ttrs = 247.5 ± 0.4 K),
that can occur under single crystal to single crystal conditions. In
contrast, the II → I transition, which involves a considerable
packing rearrangement accompanied by a change in molecular
conformation, is severely hindered, albeit form II is less stable
than form I up to fusion (i.e., the two forms are monotropically
related). In fact, form II can be melted, or stored for days at
ambient temperature and pressure, without signs of trans-
formation into form I, unless subject to a perturbation such as
gentle grinding.
In line with these conclusions, both the microscopy

observations and MD simulations suggested that the III → II
transition is likely to occur by a mechanism involving a
concerted movement of the molecules in the lattice, while the II
→ I conversion follows a diffusive nucleation and growth
process.
MD simulations further indicated that the structure of liquid

HVP is closer to form II than to form I. The preference of HVP
to crystallize from the melt as the metastable form II rather than

Figure 14. Distribution of the alkyl chain dihedral angle φC−C−C‑C (in
orange, seemolecule in the inset) as a function of temperature, obtained
from MD simulations.
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the stable form I (in accordance with Ostwald’s rule of stages),
should, therefore, be due to this structural similarity.
A thermodynamic analysis based on the Gibbs energies of the

III→ I and II→ I transitions suggested that the relative stability
of the three polymorphs at 298 K follows the order I > II > III,
which is distinct from the corresponding lattice enthalpy ranking
I > III > II. This stresses the fact that ΔlatHm

o is not necessarily a
reliable indicator of polymorph stability, because entropic
factors can also play a determinant role.
Finally, the combined thermodynamic, SCXRD, and MD

results indicated that the presence of stronger classical hydrogen
bonds in a polymorph (OH···O in the present work) may not be
synonymous of a larger lattice enthalpy. Indeed, although such
correlation is found when the I/II pair is considered, the same is
not true for the II/III forms. Here, the relationshipΔlatHm

o (cr II)
< ΔlatHm

o (cr III) is observed, despite the fact that stronger H-
bonds are likely to be present in form II than in form III. This
highlights the importance of van der Waals contributions, since
according to MD evidence, they are responsible for the lattice
enthalpy inversion in the case of polymorphs II and III.
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Figure S1 with an overlay of the molecular structures of
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